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3.1 Monitoring of CPU

You can monitor CPU on server by utilizing NEC ESMPRO Manager and NEC ESMPRO Agent. By CPU
Monitoring you detect degenerate state of CPU and heavy load of at an early stage.

3.1-1 Function of CPU Monitoring

When NEC ESMPRO Agent detects CPU in degenerate state and high load status, it reports alert to
NEC ESMPRO Manager and changes the status color of relevant CPU by DataViewer of NEC ESMPRO
Manager. By referring to DataViewer, you can confirm malfunction status of CPU.

The load status monitoring can monitor the load status of CPU on a basis of the 2 types of “each CPU"
and " server 1unit”.. Thus, regardless of each CPU, you can monitor CPU load status of server1 unit as
one package.

You can confirm the monitoring the load status of CPU from [System]-[CPU].

The contents to be monitored of CPU Monitoring function may be different by model.

CAUTION

About Total Information Monitoring Function

CPU information is displayed on a basis of " server1 unit”.

You can confirm the status of CPU about quantity of logical CPU, quantity of physical CPU, total CPU
monitoring status, total CPU load factor and load Factor by selecting [Total CPU Information].
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About CPU Information Monitoring Function

CPU information is displayed on a basis of * each CPU".

By selecting [CPU information], you can confirm the status of CPU about CPU name, version
information, CPU type, interal clock number, external clock number, load rate of user mode, load rate
of privileged mode, each CPU monitoring status, load rate of each CPU and load rate.

@ When you make the function valid by hyper threading compatible model,
CAUTION logical CPU quantity is displayed in multiples of quantity of physical CPU.
® When you make the function valid by Dual-Core compatible model, logical
CPU quantity is displayed in multiples of quantity of physical CPU.
® When you make the function valid by Quad-Core compatible model,
logical CPU quantity is displayed in 4 multiples of quantity of physical CPU.

Intel's hyper threading technology is that single physical processor enables to
KeYworp  execute multiple threads (instruction stream) simultaneously and as such
throughput can increase and performance can enhance.
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About Status Color
The LED of [status] Item of CPU information displays CPU load factor and the status of CPU load by
monitoring function.

I (Normal color) : Rate of CPU load is within normal range.
[ (Waming color) : Rate of CPU load rate exceeds warning value.

IR (Abnormal color) : Rate of CPU load exceeds abnormal value[ status] Item.

External clock is displayed as Unknown.

CAUTION
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[Hardware]-[CPU Information] of DataViewer

In case you select [CPU information] of each CPU of [Hardware], you can confirm CPU name, version
information, type of CPU, internal clock speed and external clock speed. In case you select [Levell
cache], [ Level2 cache] and [Level3 cache], you can confirm cache size of each CPU and level type
method.

3.1-2 Operation of CPU Monitoring

describes operation procedures such as validation method of failure about CPU monitoring and
modification method of setting.

How to confirm CPU failure

In case CPU failure happens, alert to Manager is reported. Confirm whether alert concering CPU is
not reported on AlertViewer.

Contents of alert at the time of CPU degenerate

CPU subsystem is running in a reduced capacity.

Cpu Number:1

NEC ESMPRO Agent detects CPU degenerate at the time of start-up of system. In case it detects
CPU degenerate, alert is reported. Check CPU degenerate by[ Hardware]-{CPU] of DataViewer.

The alert report just after start-up of system may fail to be sent. In case of the failure of sending, the
e alert report may delay by retry interval designated by Alert Manager setting tool.
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Contents of alert at the time of high load of CPU

CPU xx load has exceeded the upper threshold (Error) '
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2. Setting of CPU monitoring function

By default, CPU load rate is not monitored. In case of monitoring of load rate, change the setting so
that you can monitor CPU load rate.
The threshold of CPU load rate is not required to change. Though you can change the setting to

optional value, the alert of CPU load by the changed threshold may be frequently reported. In case
you change threshold of CPU load rate, please set up the threshold so that the alert by system load
can not be frequently reported.
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2.1 Change of CPU monitoring threshold

Threshold can be changed by both DataViewer of NEC ESMPRO Manager and control panel
of NEC ESMPRO Agent.

[Threshold Setting] Dialog Box of NEC ESMPRO Manager
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Control Panel of NEC ESMPRO Agent [CPU]
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Default of Threshold
Monitoring Operation: does not monitor
Utilization Rate: loads for 1min
CPU Load Rate refers to the table below (unit: %)
Monitoring Information:
Monitoring Threshold Threshold Threshold Threshold
Item Name (Abnormal (Abnormal (Waming) (Warning
Condition) Condition Restoration)
Restoration)
CPU Load Rate 100 97 95 92
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3.2 Monitoring of Memory

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor memory on server. By status
monitoring function of memory, you can detect failure about hardware such as memory degenerate,
correctable, error repetition, uncorrectable error and cthers.

3.2-1 Function of memory monitoring

By memory monitoring function, you can refer to memory information mounted on system (Memory
capacity mounted on bank unit, total capacity of memory, capacity enabling to use, usage, usage rate,
total capacity of page file, capacity enabling to use, usage, usage rate, etc.).

When NEC ESMPRO Agent detects failure of memory, it reports it to NEC ESMPRO Manager (yellow
color). By referring to DataViewer, you can check memory detected failure.

The contents to be monitored of memory monitoring function may be different by model.

CAUTION

About Memory Monitoring Function
In case you refer to information of memory from NEC ESMPRO Manager, open DataViewer and select

[Hardware]-[Memory Bank]-"Memory Bank you want to refer to” .You can check memory status,
redundant status and memory capacity mounted in bank unit.
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Memory Mirroring
The memory mirroring feature writes the same data into two groups of DIMMs corresponding with
each other between memory branches (mirror set) to provide data redundancy.
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Online Spare Memory

The online memory spare feature puts a group of memory devices within a memory branch into
standby status as spare devices. If an unrecoverable error occurs in a DIMM of the running group,
the feature automatically changes the running DIMM from the failed one to a DIMM in the standby

group to continue the processing.
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In case you refer to total capacity of memory, its capacity enabling to use, its usage, its usage rate
and total capacity of page file, its capacity enabling to use, its usage and its usage rate, select

[System]-[Memory].
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3.2-2 Operation of Memory Monitoring

Describes operation procedures such as validation method of failure for memory monitoring and
modification method of setting.

Confirmation of memory failure

In case of memory failure, alert is reported to NEC ESMPRO Manager. Confirm whether alert
concerning memory is not report by AlertViewer. As occurrence of memory degenerate and
uncorrectable error system start-up, alert is reported to NEC ESMPRO Manager after system start-up.

Alert contents at the time of memory degenerate (Example.)
e ™
A memory is a degenerate state.

Date:2006/10/26 17:45:12
Memory ID:1

.

Alert contents at occurrence of correctable error (Example.)

-

Too many ECC Correctable Errors.

\.

Alert contents at occurrence of Uncorrectable Error (Example.)

[ ECC Uncorrectable error occurred. ]

Alert report just after system start-up may fail to send. In case of failure of sending, it may delay by
retry interval designated by Alert NEC ESMPRO Manager setting tool.
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In case memory degenerate is reported, confirm “which memory is degenerate?” by DataViewer of
NEC ESMPRO Manager You can easily recognize the failed memory because [Memory Bank] is
displayed as ” Warning” status. Memory unit for “ Warning” status may be either all the Memory Bank
or Memory 2 unit This depends on server model.

2. Confirmation of cache failure

In case cache degenerate is detected, alert is reported to NEC ESMPRO Manager after system start-up.
Confirm whether alert conceming cache is not reported on AlertViewer.

Alert contents of Cache Degenerate (Example.)

A cache is a degenerate state.
Date:00/04/26 17:45:12
DIMM ID:0x01

Site Original Size:0x80
Site Current Size:0x40

Alert report just after system start-up may fail to send. In case of failure of sending, It may delay by
C—=9 refry interval designated by Alert Manager setting tool.

NEC ESMPRO Agent detects cache degenerate at the time of system start-up. In case cache
degenerate is detected, NEC ESMPRO Agent reports it to NEC ESMPRO Manager but at that time as
system operates in such a status that failed cache does not exist, you can not confirm “occurrence of
cache degenerate” on DataViewer of NEC ESMPRO Manager. In case Aler of cache degenerate is
reported, confirm "occurrence of cache degenerate” by log of DataViewer ESRAS utility.

Setting of memory monitoring function

During operation of server, NEC ESMPRO Agent always monitors memory. You can not set up so that
memory is not monitored.
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3.3 Monitoring of Temperature

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor temperature in server. By
temperature monitoring, you can detect temperature abnormal condition status (high temperature/low
temperature) in server at an early stage.

3.3-1 Function of Temperature Monitoring
When NEC ESMPRO Agent detects temperature malfunction, it reports it to NEC ESMPRO Manager
and change status color of temperature sensor relevant to DataViewer of NEC ESMPRO Manager. By
referring to DataViewer, you can confirm the failed sensor.
In addition, in case continuous operation is risky based on degree of failure server is shut down.

About Temperature Monitoring Function
Select by DataViewer, [Enclosure]-[ Temperature]-" sensor you want to refer to temperature” of tree.
You can refer to location of sensor, present temperature, monitoring status and sensor status.
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[Temperature]-[System Board] of DataViewer

LED of [status] Item of “sensor you want to refer to temperature” displays the status of temperature
sensor detected by temperature monitoring function.

0 (Normal color) : Temperature is within accepted range.
[ (Warning color) : Temperature exceeds warning value.

I (Abnormal color) : Temperature exceeds abnormal value.
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3.3-2 Operation of Temperature Monitoring

Describes operation procedure such as validation method of failure concerning temperature monitoring
and modification method of setting.

1. Confirmation of temperature malfunction

In case temperature failure occurs, alert is reported to NEC ESMPRO Manager. Confirm whether alert
concerning temperature is not reported on AlertViewer.

Alert contents at the time of high temperature malfunction (Example.)

The temperature has exceeded the upper threshold setting (Error).
Location : system board 1

Temperature : 80 C

ok, EXPRESS5800_110Rg-1 - DataYiewer i _lolxi
Ele Edt View Tools Help

| ¥ Enclosure :] 1I? E[Q Q%J Fj F: T-||

= Ig EXPRESSS600_110Rg-1 [ESMPRO] H System Board
H £H Hardware
- Systen [

_ ?_E‘?ﬁ”m rabure Location: Systen Board

(. Spera [EfTemperatire: 34 C

a ?;Em el [EThreshld:  Enabled

. =0 Ean Shaties: =

| ezl vokage Tempesrature i in sbnormal condition
#-M8 Software
o B metwork

@ Expansion Bus Device
+-E BlOS

4% Lacal Palling

-5 storsge

& Jil File System

For Help, press Fi 0 bormal | (warning [ ponomal

[Temperature]-[System Board] (At the time of high temperature malfunction) of DataViewer

2. Setting of temperature monitoring function

During operation of server, NEC ESMPRO Agent always monitors the temperature of server.
The most suitable value for the threshold of temperature monitoring is set up for each equipment and
shipped to customer. Therefore, you can not change the threshold. However, you can change the
setting of “Monitor/Not monitor temperature”. In addition, in case of IPMI incompatible model, you can
change monitoring interval. Please note that the default of temperature monitoring is set up as
“Enable to monitor” and the specified vale of monitoring interval for IPMI incompatible model is set up
as “60 sec.”. During normal operation, you do not need to change temperature monitoring status nor
temperature monitoring interval.
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2.1 Temperature monitoring status

In case of monitoring temperature, open Threshold Setting Dialog Box of temperature from NEC
ESMPRO Manager and tick the checkbox of [Enable Threshold] .In case of not monitoring, untick the
checkbox.

[Threshold Setting] Dialog Box of NEC ESMPRO Manager
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For some IPMI incompatible models, threshold setting] Dialog Box for IPMI
compatible model is displayed but you can not change the setting of
[Monitor/Not monitor].

CAUTION
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2.2 Temperature monitoring threshold

You can refer to the threshold of temperature monitoring. However, you can not change the threshold.

[Threshold Setting] Dialog Box of NEC ESMPRO Manager
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IPMI Incompatible Model

For some IPMI incompatible models, [threshold setting] Dialog Box for
CAUTION - TPMI compatible model Is displayed.

Default of Threshold
Monitoring monitors.
Operation:
Monitoring  IPMI incompatible model — 60 sec.
Interval: IPMI compatible model — none

Threshold:  depending on each equipment.
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3.4 Monitoring of Fan

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor fan installed in chassis of server.
By fan monitoring, you can prevent fan stop and temperature malfunction in chassis due to deterioration of
rotation speed.

3.4-1 Function of fan monitoring

When NEC ESMPRO Agent detects fan failure and reports alert to NEC ESMPRO Manager and
changes the status color of relevant fan by DataViewer of NEC ESMPRO Manager. By referring to
DataViewer, you can confirm the fan where failure occurs.

In addition, In case continuous operation is risky, server is shut down based on degree of failure.

About Fan Information
By selecting [Enclosure]-[Fan]-"Fan you want to refer to”, you can confirm the location and status of
fan installed in chassis.
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[Fan]-{CPU] of DataViewer

The LED of [status] Item of “Fan you want to refer to” displays fan status detected by fan monitoring
function.

| (Normal color) : Fan is in normal condition.
| (Warning color) : Fan is in warning condition.

I (Abnormal color) : Fan is inabnormal condition.
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3.4-2 Operation of Fan Monitoring

Describes about operation procedures such as validation method of failure concerning fan monitoring

and modification method of setting.

‘ 1. Confirmation of fan failure

In case failure concerning fan occurs, alert is reported to NEC ESMPRO Manager. Confirm whether
alert concerning fan is not reported on AlertViewer

Alert contents at the time of fan malfunction (Example.)

System board 1fan speed has fallen below the lower limit. (Waming). '

o, EXPRESSS800_110Rg-1 - DataViewer
File Edt VYiew Tools Help
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. B @l Fan
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@
3 FAN 3
[ Fan 4
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&8 Fons o
4 Fan e
o - FANT
¢ 2l vokage
- saftware
T pstanrl ﬂ
For Help, press Fl

= & <] S8 8lm [ =

=10l x|

Location:  FaN 2

[Elspeed: 0 rpm

[EManiboring: Enabled
Shatus: |

This device is in abnovmal condition

0 Bormal | fwarmimg -!.ﬁ.imnn'na{ b

[FAN] DataViewer (At occurrence of Fan Abnormal Condition)

2. Setting of fan monitoring function

During operation of server, NEC ESMPRO Agent always monitors fan.

Only for IPMI compatible model, you can change the setting of “Enable/No enable to monitor fan”.
Please note that the default of fan monitoring is set up as “Enable to monitor”. During normal
operation, you do not need to change fan monitoring status.
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2.1 Fan monitoring status

In case you monitor fan, open Set Threshold Dialog Box for fan from NEC ESMPRO Manager and tick
the checkbox of [Enable Threshold] .In case you do not monitor, untick the checkbox.

21 %]
Ibem: Fan
¥ Enable Threshold
—Upper Threshold
Mo Rc-:c'vc'“ablc'lﬂ 615 e FFEEERT
Eriical; I = IG5 e GEEGGET
[or-Criticsl: Iﬁ GG ' BEEEET
 Liowier Threshold
Ton-Critical: mﬂ’“ 615 [ ——— GEEEET
Criical; — 3 IE]5 e GEEGET
NercRgcoveratle: [T =4 15 ° BEERET
O, I Cancel I Defauk I Help I

[Set Threshold] Dialog Box (IPMI compatible model) of Dataviewer

2.2 Fan monitoring threshold

In case of IPMI compatible model, you can refer to threshold of fan monitoring. However, you can
change threshold.

set Threshold | 7] =]
Ibem: Fan

—Upper Threshold

[dor Rc-:c'vc'“ablc'lﬂ 6 e EERRET
Critical; I = 2615 e GEEGGT
[or-Criticsl: Iﬁ GG ' BEEEET
 Liowier Threshold

Mon-Critical: 4247 = rpm 2615 ||eeesme— GEEGET
Criical; — 3 IE]5 e GEEGET
NercRgcoveratle: [T =4 15 ° BEERET

O, I Cancell QeFu.ﬂ:I Help I

[Set Threshold] Dialog Box of Dataviewer (IPMI Compatible Model)

Default of Threshold
Monitoring0D  monitors
peraton:

Threshold:  depending on equipment.
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3.5 Monitoring of Chassis Power Voltage

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor power voltage of server.
Thanks to power voltage monitoring, you can rapidly cope with such a problem that server is in abnormal
condition such as voltage variation.

3.5-1 Function of chassis power voltage

When NEC ESMPRO Agent detects voltage malfunction and reports alert to NEC ESMPRO Manager
and changes the status color of relevant voltage by DataViewer of Manager. By referring to DataViewer,
you can confirm which voltage abnormal condition is.

In addition, in case continuous operation is risky, server is shut down based on degree of failure.

About Power Voltage Information Display Function
By selecting [Enclosure]-[Voltage]-"system board”, you can confirm power voltage type, voltage value,
standard voltage value, monitoring status and voItage status.

ol Express5800_1 10Rg-1 - DataVlewer =10l =l
Fil= Edt vew TIools Help

[ Enconne 2 I

R ExpressS800_110Rg-1 [ESMPRO] B 5 processar 1
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& & I{0 Devics
=¥ Enclsure I
T Pj’{ﬁ Tn'.lr arature Location: processor |
= [l Fa:';' Morminal Level: 1,290 mi
B [ElLevel: 1,247 mi

el vokage
s [ETrreshold:  Enabled

ii‘f
if [1]s¥shem board 1 Shatis: et
fal [21system bosrd 1 Yoltage within accepted rangs
L‘;J [3]system board 1
£l [47sysbemn board 1
Fal [5]system board 1
{2l [8]system board 1
il batkery § =i
q?ﬁ Paower Supply
s Jﬁ Dasair
© - uigud Sooling Uit
8 e =l 5]

For Help, press Fi | Mormal | fwaming - Abnormal s

[Voltage]-{Processor1] of DataViewer

The LED of [status] Item of “Voltage you want to refer to” displays the status of chassis voltage
detected by chassis voltage monitoring.

(Normal color) : Power voltage is in normal condition.
(Warning color) : Power voltage is in warning condition.

IR (Abnormal color) : Power voltage is in abnormal condition.
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3.5-2 Operation of Chassis Power Voltage

Describes about operation procedures such as validation method of failure conceming chassis voltage

monitoring and modification method of setting.

1. Confirmation of chassis power voltage failure

In case failure concerning voltage occurs, alert is reported to NEC ESMPRO Manager. Confirm whether

alert concerning voltage is not reported on AlertViewer.

Alert contents of power voltage value upper limit error (Example.)

The voltage has exceeded the upper limit (Error).

Nominal Level : ,129 0 mv
\oltage : 2,240 mv
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| ® 8 Fan

= ﬁ okane
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[1]system board 1

£l [23system board 1
H [3)system board 1
Bl [47system board 1
;‘351 [5)system board 1
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i o poar

el uiqud Cooling Uit

® & Software

— T e, 1

For Help, press FI

SRR T e =]

=l 7 processor 1
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Location: Processor 1

Mominal Level: 1,290 m¥
[ElLevel: 1,247 m¥
[Etheesheld:  Enabled

Skatis; [ |

Wolbage is ak an abnormal evel

ull | »

[0 Mormal | fwaming [l FEnomal -

[processor1] of DataViewer(At occuremce of Power Voltage Malfunction)

2. Setting of chassis power voltage monitoring function

During operation of server, NEC ESMPRO Agent always monitors voltage of chassis.

The most suitable value of the threshold of chassis voltage monitoring is set up for each equipment

and shipped to customer. Therefore, you can not change the threshold.

However, for IPMI compatible model, you can change the setting of “Enable/Not enable to monitor

temperature”.,

The chassis voltage monitoring is set up as “Enable to monitor” by default In normal operation, you do

not need to change the monitoring status.
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2.1 Chassis power voltage monitoring status

In case you monitor chassis voltage for IPMI compatible model, open Set Threshold Dialog Box of
temperature from NEC ESMPRO Manager and tick the checkbox of [Enable Threshold] In case you do
not monitor, untick the checkbox.

[Set Threshold] Dialog Box of NEC ESMPRO Manager

Set Threshold _ |

bers Molksoe

on-Recoverable: I 5: 1 e 7400
Crikical: |155\9 = i rSSy J— 7400

g Critical: 1450 — i [ e 7404

- Lower Theshold

Tion-Critical: |755 E i 0 — mymmm 7200
Cricical: |?:as 3; oy 0 w7 2449
Mon-Renoverahie: I E: [ P TAGY

[ ok | concel | pefmir | rep |

IPMI Compatible Model

For some IPMI incompatible models, [Set Threshold] Dialog Box for IPMI
cauTioN: compatible model is displayed but you can not change the setting of
[Enable/Not enable Threshold]

2.2 Chassis power voltage monitoring threshold

You can refer to the threshold of chassis voltage monitoring. However, you can not change the
threshold.

Set Threshold . 2] =]
—Upper Threshold
[om-Recoverable: I E i e 7400
Crkical: [1558 =Jmw 0 rr550 e 5469
Mor-Critical: 1490 =~ i [ Lo F400
~Lowwer Threshold
Mon-Critical: Iﬁ 1l — e 00
Crkical: |ms = 0 =ml—FIE | 7440
Non-Recowverabile: I E: [ r T400
I Ok I Cancel I Default I Help
IPMI Compatible Model
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Show Threshold |

Ttem: Yaltage
Enable Theeshold:  Ensblad
Leved
Upper Fatal: 3,508 m¥ [ +15 %&)
Upper Wannmgr
Morinal: 3,300
LoEr W ati it
Lowser Fatal: 2,500 m¥ { =15 %)
Help
IPMI Incompatible Model

B For some IPMI incompatible models, [Set threshold] Dialog Box for IPMI compatible model.

CAUTION

Default of Threshold
MonitoringdD  monitors.
peration:

Threshold:  depending on equipment..
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3.6 Monitoring of Power Unit

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor power unit on server. Thanks to
power unit monitoring, you can rapidly cope with such a problem that power unit is in abnormal condition.

3.6-1 Function of power unit monitoring

In case NEC ESMPRO Agent detects failure of power unit, it reports alert to NEC ESMPRO Manager
and changes the status color of relevant power unit on DataViewer of NEC ESMPRO Manager. By
referring to DataViewer you can confirm at a glance power unit where malfunction occurred.

In addition, by referring to each status of power unit, you can easily confirm defective unit.

About Power Unit Information Display Function

By selecting [Enclosure]-[Power Supply]-[Each Power], you can confirm all the status of power unit,
support status of redundant power, status of redundant power; status and name of unit for each
power unit.

ol EHpress SG00_1 LORg-1 - Data¥iewer
Fle Edt  Wiew Tools Help
| # Enclosure

) jaz) ExpressSE00_110Rg-1 [ESMPRO]
- E Hardware
Hom Svstem
& ¥ IO Device

— ﬂ Erclosure T
"B Tenperature Location:; power management [ power distribution board 100

& @ Faai Tokal Status: 00

" 'r"';I Vokage Redurdancy Support!  Supporksd
-4l Power Supply Redundancy Status:  Redundsnt(Full
@ power management: [ power disty

- poor Unit Status Information:

& 28 Liguid Caoling Uit Linit Name [ Unit Status
- software power supply 1 Marmal
B Metwark porvet sUpply 2 Morrmal
| B BIOS
& Local Paling
& 5 Storage
& 1 File System

4 4l Er

For Help, press F1 Mormal | W arning - {abnormal 2

[Power Supply] of DataViewer

3.6-2 Operation of power unit monitoring

describes about operation procedure such as validation method of failure concerning Power Unit
Monitoring and modification method of setting.

1. Confirmation of power unit failure

In case failure concerning power unit occurs, alert is reported to NEC ESMPRO Manager. Confirm
whether alert concerning power unit is not reported on AlertViewer.
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Alert contents at the time of power unit failure (Example.)

Power Supply 2 is in fatal state. '
Powerunit is in reduced capacity state. '

o, Express5800_110Rg-1 - Dataviewer = (=] |
L e e e e e e e

=l |i| ExpressSE00_1 10Rg-1 [ESMPRO]

Pd power management § powes distiibution board 1[Main chassis)is

# Hardware R—
Fgm Tystem IRE
5 U8 0 Device %%
= Erclesure

FnE T Al Location: poser management | pover distribition board 1M
i g Eaki Tokal Status: |

. Welkage Redurdancy Support:  Supported
’.?."3!" g;\'ersww Redundsncy Stabus:  Non-Redundarit

power management | power distr

Unit Stakus Information:
Unk Mame Uit Sbatus
pier supghy 1 Moemal
powier supph 2 Warring

4 | KN I;lzI

For Help, press Fi [0 Normal | fwarning [ Renomal
[Power Supply] of DataViewer (At occurrence of Power Unit Waming)

You can confirm the power unit where failure ocurrs, by referring to Power Unit and its number alert is
reported or the item of [Each Status] of [System Environment]-[Power]-[Each Power] on DataViewer.

2. Setting of power unit monitoring function

During operation of server, NEC ESMPRO Agent always monitors power unit. You can not change so
that Power Unit is not monitored.

99



3.7 Monitoring of Water Cooling Unit

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor Water Cooling Unit installed in
server chassis. By monitoring of Water Cooling Unit, you can prevent temperature malfunction in chassis due

to water cooling liquid leakage and device failure.

3.7-1 Function of water cooling unit monitoring

When NEC ESMPRO Agent detects liquid leakage of Water Cooling Unit, it reports it to NEC ESMPRO
Manager and changes the status color of relevant Water Cooling Unit by DataViewer of NEC ESMPRO
Manager. By referring to DataViewer, you can confirm the Water Cooling Unit where failure occurs.

In addition, in case continuous operation is risky, it shuts down the server based on degree of failure.

About Water Cooling Unit Information
By selecting [Enclosure]-[Liquid Cooling Unit]-"Water Cooling Unit you want to refer to *, you can

confirm the location and status of Water Cooling Unit installed in the chassis.

o [ .

o, Express5300_1 10Rg-1 - Data¥iewer 1
Fle Edt View Tools Help
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[Liquid Cooling Unit]-[Liquid Leak] of DataViewer

The LED of [Status] Item of “Water Cooling Unit you want to refer to” displays the status of Water
Cooling Unit detected by Water Cooling Unit Monitoring Function.

I (Normal color) : Liguid leak does not happen.

R (Abnormal color) : Liquid leak has happened.
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3.7-2 Operation of Water Cooling Unit Monitoring

Describes about operation procedures such as validation method of failure concerning Water Cooling
Unit Monitoring and modification method of setting.

‘ 1. Confirmation of water cooling unit failure

In case failure concerning Water Cooling Unit occurs, alert is reported to NEC ESMPRO Manager
Confirm whether alert concerning Water Cooling Unit on AlertViewer.

Alert Contents at Occurrence of Water Cooling Unit Liquid Leak Malfunction
(Example.)

Liquid Leak has happened. '

E;‘.:Exnrcss.':llﬂll_l 10Rg-1 - DataViewer = D]_)ﬂ
Ela Edit Wiew Jook Help
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= @ Liquid Cocling Unit
coalng uni 1
- Software
=B Nebwiork
=B B1os
% Local Poling
[ 'ﬁi Storage
{2 Fie System
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For Help, press Fl [0 rormal | [warnng Il Atomal

Liquid Leak] of DataViewer (At Occurrence of Water Cooling Unit Liquid Leak Malfunction)

2. Setting of water cooling unit monitoring function

During operation of server, NEC ESMPRO Agent always monitors Water Cooling Unit. You can not
change so that Water Cooling Unit is not monitored.
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3.8 Monitoring of Chassis Cover

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor chassis on server. By
monitoring of chassis cover, you can prevent unauthorized access of server.

3.8-1 Function of chassis cover monitoring

Chassis cover has front cover, side cover, top cover, PCI cover and others. When NEC ESMPRO Agent
detects that chassis cover is opened, it registers Event to EventLog of system and changes the status
color of relevant chassis cover on DataViewer of NEC ESMPRO Manager to Warning (Yellow color). By
referring to DataViewer, you can confirm which chassis cover is opened.

ot ExpressSE00_110Rg- 1 - DataViewer [ =10
Ela Edic ‘Miew Took Help
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[Door]-[system chassis 1] of DataViewer

The LED of Status] Item of “Cover you refer to” displays the status of open-shut of cover detected by
Chassis Cover Monitoring.

% (Normal color) : Chassis cover is shut.

I (Warning color) : Chassis cover is open

Depending on chassis cover, there is a possibility that power may be shut down for safe operation of
system when cover is opened.

CAUTION
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3.8-2 Operation of Chassis Cover Monitoring

Describes about operation procedures such as validation method of failure concerning Chassis Cover
Monitoring and modification method of setting.

‘ 1. Confirmation of chassis cover failure

In case failure concerning chassis cover occurs, the following Event is registered to “system” of
EventViewer Confirm whether Event conceming chassis cover is not registered by EventViewer.

EventLog Contents when Front cover is open

General Chassis was opened. '
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Location:  system dhassis 1

[system chassis 1] of DataViewer( at occurrence of Chassis Cover Warning)

For alert report, setting of alert report is required.

CAUTION

2. Setting of chassis cover monitoring function

During operation of server, NEC ESMPRO Agent always monitors chassis cover. You can not change
so that chassis cover is hot monitored.
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3.9 Monitoring of File System
By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can manage file system of server.

Function of file system monitoring

File system monitoring function manages file system allocated drive name being constructed in
system. You can refer to configuration and information by DataViewer of NEC ESMPRO Manager.
The information to be managed has general information such as capacity and unused capacity, and
additional information such as drive type , file system type and others.

3.9-1
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For Help, press F1

About free space monitoring function

By monitoring free space of file system, you can detect lack of free space at an early stage. When
NEC ESMPRO Agent detects the drive which lacks free space, it reports it to NEC ESMPRO Manager
and changes the status color of relevant drive on DataViewer of NEC ESMPRO Manager to abnormal
condition (red color) and warning (yellow color). By referring to DataViewer, you can confirm the drive
which lacks free space.

As the threshold for free space of file system can set optional value, you can monitor by the setting to
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meet system environment.
Free space monitoring function monitors only for file system on hard disk.

About File System for Management

T File system monitoring function manages file system to which drive name is allocated. It does not
manage file system to which drive name is not allocated.
For instance, for Windows 2000, you can mount to optional folder without allocating drive name to file
system and use it. NEC ESMPRO Agent excludes this kind of file system from the target of monitoring
function.
In addition, NEC ESMPRO Agent excludes the file system on removable media such as floppy disk from
target of free space monitoring function.

About composition information that the filesystem monitoring function manages

C—==9  Configuration information that the file system monitoring function manages is different according to the
file version of monitoring service (ESMFSService).
Please confirm the file version of ESMFSService in the property of the execution file "Esmfs.exe" of
ESMFSService.

- A file version is earlier than 4.1.0.2.
Information on the duster of the file system is managed.
- Afile version is 4.1.0.3 or later
Information on the cluster of the file system is not managed.
In the data viewer of NEC ESMPRO Manager; information is not displayed in the
ollowing item.
"Secters/Cluster", "Bytes/Sector","Clusters", "Used Clusters"

About displaying graph view of monitoring items without value
For monitoring item without value on screen, if you select [Add graph data] by [Edit] menu of
GraphViewer, graph item name is displayed and can be selected but graph is not displayed.

CAUTION

About monitoring of a remote drive
=3  The item that can manage the file system of the drive type "Remote" is different depending on
operating system used.

- When you use OS before Windows 2000
Only the management item of the drive type is displayed in data viewer of NEC ESMPRO
Manager.

- When you use OS since Windows Server 2003

A remote drive is not managed. In the data viewer of NEC ESMPRO Manager;, the tree of a remote
drive is not displayed.

3.9-2 Operation of file system monitoring

Describes about operation procedures such as validation method of failure concerning file system
monitoring and modification method of setting.

1. Confirmation of lack of free space

In case free space of file system lacks, alert is reported to NEC ESMPRO Manager. Confirm whether
alert concerning file system is not reported on AlertViewer of NEC ESMPRO Manager.
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Alert contents in case free space of file system lacks (Example.)

The free capacity of this file system is less than "Fatal" level.

File System : C (Index 1)

Free Space / Capadity : 328 / 4194 MB

Threshold (Fatal: 419 MB

As for free space of file system, you can confirm it not only by alert report but also on DataViewer.

In case free space of file system is less than threshold, the status color of [Status] of [File
System]-[General] view changes to abnormal (red color) and warning (yellow color).

o, EXPRESSSERVER - DataViewer )|

Ele Edit Yiew Tooks Help

=10l x|

| & File System

[ 4% 1/0 Device -]

e o

=13 Drive €

P NI

o, EXPRESSSERVER - DataViewer
File Edit View Tools Help

£ General

-8 Enclosure
- B Software
-3 Network @
[#-7l| Expansion Bus Device
BB BIgS Capacity : 16.0GB

B Loca Poling [E[E unused capadty : 12.2 6B
#54 Storage
=& File System staws: T (75%)

BO3 orive & The amount of free black space is in normal range.

[E2}

For Help I @ File System

E% Ij0 Device

- Endosure

Ela Software

m Netwark

EI:" Expansion Bus Device
& B10s

&L‘l Drive E
-5 Disk Array
For Help, press F1

status: I (75 %)
The amount of free block space has reached the fatal range.

[0 Normal [ [warning [l [Abrormal 2

[File System]-[General] of DataViewer

The LED of [Status] of [File System]-[General] view displays the result of free space monitoring of file

system.

% (Normal color) : Normal
7" (Warning color) : less than value threshold of warning level
Bl (Abnormal color) : less than value threshold of fatal level
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2. Setting of File System monitoring function

The setting of file system monitoring function can be performed by DataViewer of NEC ESMPRO
Manager or control panel of NEC ESMPRO Agent.

NEC ESMPRO Storage x|

Polling Frequency Free Space | Feset I HD Prefailure I

r Threshold

Fis Sytom st RO -]

Capacity :  16.0GE

[V Enable monitering the amount of free space 2| x|

Waming : I 14779 MB (80%) [w Enable monitor the amount of free space:

Fatal : | 13173 MB ( 80%) (MB)
Warning : 0 Il 16386

Default | |
Fatal : 0 | | I3 16386

Warning : I 1638 MB ([ 9%)
oK | Cancel | b | Hep | el | 153 MB ( 1%)

Control Panel of NEC ESMPRO Agent ok | concel | pefautt | tep |

[Threshold] dialog box of DataViewer

Please confirm the property setting of the SNMP service needed to operate NEC ESMPRO Agent is
e correct when it takes time to start "NEC ESMPRO Storage" or the item is displayed gray out.

2.1 Change of threshold for free space monitoring

You can change threshold of file system free space monitoring function to optional value by
[Threshold] dialog box of DataViewer or control panel of NEC ESMPRO Agent.

Monitoring of free space of file system is set up as “Enable” by default. In case you do not want to
monitor free space of file system, do not select “Enable monitor the amount of free space”
The default of threshold for file system free space monitoring is as follows:

Monitoring Item Name Threshold (Abnormal) Threshold (Waming)
Free Space(unit : MB) ca. 1% of whole space ca. 10% of whole space

In case alert indicating lack of free space of file system is frequently reported and it can be judged that
,,T actual free space is sufficient for customer’s environment, change threshold so that criteria of free
space becomes stricter.

In case you monitor free space not at 2 levels of abnormal and waming but only at 1 level of abnormal,
PT set up threshold of warmning to the same value of abnormal and waming ( The setting of 1 level of
wamning only is not possible.)

There are the following limitations when NEC ESMPRO Agent is used in the cluster environment by
CLUSTERPRO.

When fail over is generated, the threshold of the free space monitoring function set with the operation
system server is not succeeded to the standby system server. Please set a threshold the same on the
standby system server.

POINT
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L
POINT

POINT

The new threshold of free space monitoring is not reflected soon. After changing the threshold, the
setting of change by monitoring interval following monitoring service becomes valid.

Please go after ending "NEC ESMPRO Storage™ without fail when you change the configuration of the
file system while starting the control panel of NEC ESMPRO Agent.

Please restart "NEC ESMPRO storage" when you do the composition change in the file system while
"NEC ESMPRO storage" is opening.
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2.2 Change of monitoring interval

You can change monitoring interval of file system free space monitoring function to optional value.
Monitoring interval can be changed by NEC ESMPRO Agent control panel.

Default Setting Coverage
File System Monitoring 60 sec. 10~3,600 sec.
Interval
x|

Palling Frequency | Free Space I Reset I HD Pre<ailure I

Service List :

Storage monitor service(ESM Storage Service)
File Systerm monitor service{(ESMFS

Service)

4| | i
Sample Interval IED seconds Diefault |

(Range : 10-3600 seconds)

ok | camcel | s | Hep |

Contorl Panel of NEC ESMPRO Agent [NEC ESMPRO Storage]-[Polling Frequency] tab

While service stops, it is not displayed on "Service List".

CAUTION
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3.10 Monitoring of SCSI/IDE device

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can manage configuration information of
hard disk , CD-ROM and others connected to server by SCSI/IDE interface. Also, you can perform hard disk
pre-failure prediction function.

3.10-1 Function of SCSI/IDE device monitoring

SCSI/IDE device monitoring function manages configuration information of SCSI/IDE device (hard disk,
CD-ROM, tape device and others) connected to server and performs preventive maintenance by hard
disk pre-failure prediction function. You can refer to configuration of SCSI/IDE device and diagnosis
information of hard disk pre-failure prediction function by DataViewer of NEC ESMPRO Manager.

Please note that the status of SCSI/IDE device (operating status of device) can not be monitored.

Type of Device Configurtion Status Monitoring Preventive
Management Maintenance
Hard Disk v v
CD-ROM(DVD-ROM) v
Tape Device v
Optical Memory Device v
Other Devices v

m In case of disk array even if it is SCSI/IDE interface, monitoring function of NEC ESMPRO Manager and
NEC ESMPRO Agent provide is different from stand-alone device. For disk array, refer to "3.11
Monitoring of Disk Array ".

CAUTION

B Tape device monitoring function of NEC ESMPRO Agent

The tape monitoring function is not supported since NEC ESMPRO Agent Ver4.0.
Please use the trouble monitoring function of the backup application to observe the trouble of the tape
device.

CAUTION

About monitoring of devices other than SCSI/IDE connection
Storage monitoring does not monitor storage device such as USB cther than SCSI/IDE connection.

CAUTION

About the monitoring function of the DVD-ROM device
The DVD-ROM device is displayed under the control of the storage tree of the data viewer as CD-ROM.

1. Hard disk information
You can refer to detailed information about hard disk. It has specification of Cylinders/Unit,
performance information such as Read Sectors and diagnosis information of hard disk pre-failure
prediction function.

Information on the humber of read sectors and the humber of wright sectors is not displayed since
Windows Server 2003 OS.

Hard disk pre-failure prediction funtion

Hard disk pre-failure prediction function is to determine whether there is no problem that you
continuously use hard disk. By this function, it detects problem of hard disk and it reports alert to
NEC ESMPRO Manager. Thanks to this function, as you can identify hard disk which has frequent
error occurrence before the hard disk actually fails, you can take measures such as "Replace
preventively before hard disk fails".

NEC ESMPRO Agent utilizes S.M.A.R.T. function (Self-Monitoring, Analysis Reporting Technology)
of hard disk and confirms error occurrence of hard disk. S.M.A.R.T. function is that each hard disk
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manages data concerning failure internally and in case it determined that failure occurs in the near
future and hard disk itself reports alarm. Each hard disk vendor uses threshold suitable to its hard
disk for determining preventive maintenance.

o, EXPRESSSERVER - DataViewer

File  Edit View Tools Help

=10] x|

| &3 Storage

E"% EXPRESSSERVER. [ESMPRO]
LJ--ﬂQ Hardware
[]--ﬁ System
I:I---% 1/0 Device
[:I--m Endlosure
[+ Software
[]—--m Metwork
-3 Expansion Bus Device
-3 Bos
§ Local Polling
EJ% Storage
| [-E8 Controller
B% Hard Digk
| =B [1] HDS722512VLAT20
-ﬁi} General
.d1} IDE Specific
. [~ CD-ROM
E ﬁ File System
-l Disk Array

For Help, press F1

Capacity :
Cylinders{Unit :
Tracks/Cylinder :
Sectors/Track :

115.0 GB

15,017
255

(BERsadd Sectors ¢
[Efitrite Sectors

r—Pre-failure Prediction
Estetus : [0

Device is Mormal.

—Reset

To reset status, click on [Reset] button.

Reset |

P Mormal | [warning [l [Abnormal

Hard Disk]-[General] view of DataViewer

2. Interface type information (SCSI Information/IDE Information)
This is information displays about all the types of device. Depending of using interface, displaying
information is different. You can refer to address, and the information such as vendor, model and

others.

o, EXPRESSSERVER - DataViewer

File Edit View Tools Help

=101 x]

| &3 Storage

ﬁ Endlosure
- Software
Bl Metwork
B Expansion Bus Device
- BI0S
'@ Local Polling
Ei& Storage
. [#-#% Controller
£ Hard Disk
=B85 [1] HDS722512VLAT20
i--M1] General
: BV IDE Spedific
i E-dB CD-ROM
E! «iﬁ File System
- Disk Array

For Help, press F1

B30 .0 IDE Specific

=
Channel’s Primary!  Secondary
Drive Master  Slave
Controller Index : 4
Vendor Model : HDS722512VLAT20
Revision : V330
Serial Number

0 ormal | [warning [l [abnormal

[Hard Disk]-[IDE Specific] view of DataViewer

[Storage]-[Controller]-[SCSI Controller]-[Resource] view of Data Viewer is not displayed properly by

x64 Edition.

CAUTION

For the information about resource of controller, confirm by system information of relevant server and

Device Manager.
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3.10-2

Operation of SCSI/IDE device monitoring

Describes about operation procedures such as validation method of failure concerning SCSI/IDE device
monitoring and modification method of setting.

Confirmation of alert

For Help

In case detects alert of error by diagnosis of hard disk pre-failure prediction function, alert is reported
to NEC ESMPRO Manager. Confirm whether alert concerning hard disk is not reported on AlertViewer
of Manager.

Alert contents at time of failure of hard disk pre-failure prediction (Example.)

S.M.AR.T. predicts that your hard disk is going to fail.
Address(Controller-Bus-ID-LUN):1-0-4-1
Hard Disk[2]:NEC HD0001 REV01

You can confirm not only by alert report but also on DataViewer that error was detected by diagnosis
of hard disk pre-failure prediction function .In case error was detected, the status color of LED changes
to warning (yellow color) on [Hard Disk]-[General] view.

o EXPRESSSERVER - DataViewer 1 -1 x|

File Edit View Tools Help
Iﬁﬁlnlage LI 4 Dl@l@ =1 E;;; EEE

= E EXPRESSSERVER [ESMPRO] A General
-8 Hardware =
Eﬁ System
E‘ Y8 1/0 Device
El ﬁ Enclosure
@ Software
H B Network Cylinders/Unit : 15,017

=

Capacity : 115.0GB

E3) W Expansion Bus Device TracksfCylinder : 255
-&| B10s Sectors/Track : 63
& Local Poling
=] A storage [Eread sectors ¢
| [ 5 Controller e Sectors.:
= % Hard Disk

- %Elé HD57225 1201 AT20 Pre-failure Prediction
24} General ]
" J3/ 1DE Specific Bstatus: J

| @4 coRom Device is Normal.
i [& Fie system
i

=

;:Ei;: EXPRESSSERVER - DataViewer
File Edit View Tools Help

| &3 Storage j

[=]-@) EXPRESSSERVER [ESMPRC]
: Hardware

Bl System

E% 10 Device

Eﬁ Endosure

=[]

115.0 GB

15,017
255
&3

i %8 Local Poling
E% Storage

. B85 Controller
| [El-=3 Hard Disk

— Pre-failure Prediction
L Estatus: ™

| E-d COROM This device is going to Fail by Pre-Failure Prediction
E‘i‘@ File System L feature,
F-J Disk Array

—Reset

To reset status, dick on [Reset] button. Reset |

For Help, press F1 E’f |Normal |_ [Warning - |abnormal A

[Hard Disk]-[General] view of DataViewer
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The LED of general information of hard disk displays diagnostic outcome of hard disk pre-failure

prediction function.

B (Normal color) : Normal
™" (Warning color) : Detects failure by diagnosis of hard disk pre-failure prediction
function.

2. Setting of SCSI/IDE device monitoring function

The setting of SCSI/IDE device monitoring function can be changed by DataViewer of NEC ESMPRO

Manager or control panel of NEC ESMPRO Agent.

2.1 Change of threshold for hard disk pre-failure prediction

Hard disk pre-failure prediction function is “valid” by default. As this function is mandatory to keep
reliability of hard disk, please use as "valid” is.

However, the threshold used by hard disk pre-failure prediction function (S.M.A.R.T. function) is set the
value suitable to each hard disk by its vendor. Therefore, you can not change the threshold.

The threshold set by using "Hard disk pre-failure prediction” is set to all hard disks. A different setting

CAUTION

cannot be done to an individual hard disk.

2.2 Change of monitoring interval

Monitoring interval of SCSI/IDE device monitoring function can be changed to optional value. You can
change monitoring interval by control panel of NEC ESMPRO Agent.

Default Setting Coverage
SCSI/IDE Device Monitoring | 60 sec. 10~3,600 sec.
x

Polling Frequency | Free Space I Resst I HD Prefailure I

Service List

i

Eih:ll._:lEt moanitor service(ESM Ei‘tljl._:uEz Service)

File System monitor service(ESMFS Service)

Sample Interval IED seconds Default |

(Range : 10-3600 seconds)

i

ITI Cancel | Epply

Help

[NEC ESMPRO Storage]-[Polling Frequency] tab of Control panel of NEC ESMPRO Agent

While service stops, it is not displayed on "Service List".

CAUTION
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3. Reset of SCSI/IDE Device management information

NEC ESMPRO Agent manages the status of hard disk for preventive maintenance of hard disk.
Therefore, when you want to replace hard disk, it is necessary to reset management information of

hard disk manually.
The reset of management information can be made by DataViewer of Manager and control panel of

NEC ESMPRO Agent.

MEC ESMPRO Storage

Polling Frequency I

Free Space Feset | HL' Prefailure I

r— Hard Disk: List

l

Hard Disk [IDE] (4 : master)

Select a hard disk which was Beset
exchanged and click on [Reset]

X

=

Capadity : 115.0 GB

Cylinders Unit : 15,017

Tradks/Cylinder : 255

Sectors/Track : 63
[Efread Sectaors

(E#/rite Sectors

rPre-failure Prediction
Estatus : |

ok | Cancel e [

Device is Mormal ]

Control

Panel of NEC ESMPRO Agent

CAUTION

—Reset

To reset status, dick on [Reset] button. Reset |

[Hard Disk]-[General] of DataViewer

The status color (warning) of "Pre-failure prediction" is maintained until reset manually.
Please reset management information after exchanging hard disks.
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3.11  Monitoring of Disk Array

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor configuration of disk array and
status. However, monitoring function of disk array to be supported is different depending of type of disk array.
For details, refer to the table below. The Disk Array Monitoring The function explained in this section is the
one valid for the disk array mentioned as "Enable to monitor" in line of "Monitoring of ESMPRO."

Management Utility Monitoring of ESMPRO
or type of Disk Array *1
Universal RAID Utility Enable to monitor
MegaRAID Storage Manager Enable to monitor
Web-Based Promise Array Manager Professional Enable to monitor
Web-Based Promise Array Manager Enable to monitor
Promise Array Management Enable to monitor
HostRAID Disk Array controller Alert reports the event detected by Management
(Adaptec Storage Manager Utility to NEC ESMPRO Manager
— browser Edition Adaptec Storage Manager)

*1 The RAID controller supported by each management utility must confirm support RAID controller of the
table P.126. Confirm model number of Disk Array as well as management utility that the equipment you
use supports.

3.11-1 Function of Disk Array monitoring

NEC ESMPRO Manager and NEC ESMPRO Agent can manage configuration information of hard disk
(physical device) connecting to Disk Array Controller, Disk Array Controller and constructed RAID
(logical device) , and monitor the status of degradation detection of RAID.

In addition, in case Disk Array Controller supports hard disk pre-failure prediction function by S.M.A.R.T.
function you can detect of operating life of hard disk.

S.M.AR.T. function (Self-Monitoring, Analysis, Reporting Technology) is that each hard disk internally
manages data about failure and in case it determines that failure occurs in the near future, it itself
reports alarm. As pre-failure prediction is determined by the threshold suitable to hard disk by each
hard disk vendor, you can determine more accurately.

About relation between NEC ESMPRO and Disk Array Management Utility

el NEC ESMPRO collects the information of disk array from management utility of disk array. Therefore, in
terms of monitoring of status, it can manage failure equivalent to management utility. By utilizing NEC
ESMPRO, as you can totally manage failure of disk array in units of server, NEC recommend Disk Array
Management using NEC ESMPRO of disk array monitoring during operation.
As the above is the structure, in case you monitor disk array by NEC ESMPRO, it is mandatory to install
management utility meeting each disk array on system.

3.11-2 Using of Disk Array monitoring

1. Confirmation of configuration of disk array

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor hard disk constructing
each disk array and perform preventive maintenance of hard disk and detect its failure at an early
stage. You can refer to configuration and information of disk array on DataViewer of Manager.
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For management information, there are three information, "Controller Information”, "Physical Device

Information™ and "Logical Device Information".

Controller Information

You can refer to various information such as model, driver name and driver version of Disk Array

Controller on DataViewer.

o, EXPRESSSERVER - DataViewer
File Edit WView Tools Help

=1oj x|

| 32 Disk Amay

E@ Hardware
ﬁ System
Y8 1/0 Device
B Endosure
-I@ software
m Metwark
Expansion Bus Device
-B| BIO0S
2 Local Poliing
Storage
| [-B3| Contraller
. -2 Hard Disk
=B85 [1] HDS722512VLAT20
-2 General
------ J1) IDE Specific
| -] CD-ROM
E ﬁ File System
Eiﬁ Disk Array
E-F MegaRAID SCST 320-1
¥ Controller Information
ﬁ [01-00-00] MAXTOR ATLASU320_13_SCAB440
a [01-01-00] MAXTOR ATLASU320_13_SCAB440

-

For Help, press Fi

Ttem | valse

Model MegaRAID SCSI 320-1

Cache Memory G4MB

Firmware Revision 127

S.M.AR.T. Enable

Bl el

0 Normal | warning [l Abnormal

[Controller Information] vew of DataViewer
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Logical Device Information
Various information about logical device of disk array can be referred on DataViewer. You can confirm
the status of logical device referring to the item of [Status].

o, TL20A-1 - DataViewer -3 x|

Eile Edit VYiew Tools Help

I 2 Disk Array j 4 | bI @l@l éll ln_
E]!Q T1204-L [ESMPRO] = [6] Logical Device

[]--m Hardware
[]--E System =
%85| 1/O Device =
[:I-- Endosure
[
[
[

I8 Software Item | valus

o5 Metwork Logical Device ID &
+-[&| BIOS RAID RAID1
Capacity 29.29GE

----- Lacal Pollin
4 d Physical Device i-3 1-5

&3 Storage

[]--E File System

Disk Array

=-F8 MegsRAID SAS 3708EM2(0)

----- 488 Controller Information

= [1-2(ID=2)] HITACHI HUC101414C55300

= [1-3(ID=3)] SEAGATE ST®3575155

-8 [1-4{(1D=4)] SEAGATE ST27345155 il | ol

= [1-5(ID=5)] SEAGATE ST27345155
B8 [1-6(1D=6)] SEAGATE ST973451S5 Status: [T Optimal

= [1-7(ID=7)] SEAGATE ST97345155

E [0] Logical Device

- f= [1] Logical Device

- f= [2] Logical Device

H [3] Logical Device

-8 [4] Logical Device

E [5] Logical Device

(-8 MegaRAID 5AS 3708EM2(1)

For Help, press F1 [ Mormal [ [warning [l [2brormal

[Logical Device Information] view of DataViewer

Physical Device Information

You can refer to the result of determination of preventive maintenance of hard disk configuring Disk
Array, configuration information and others on DataViewer. You can refer to the status of physical
device referring to the item of [Status].

=Y
File Edit View Tools Help
I B2 Disk Array j 4 | PI ﬁ'ﬁ%l %ll
El@ T120A-L [ESMPRO]
=-F8 Hardware
[]--E System
- W8 I/O Device
-8 Enclosure
@ Software Item | value
-3 Metwark Disk ID 1-3(ID=3)
=B BIos Capacity 33.87GB
_____ B Local Poling Madel SEAGATE 5T23575155
-3 Storage
m-JE File System

El--ﬂ Disk Array

E-f8 MegaRAID SAS 8708EM2(T)
----- <& Controller Information
- JB8 [1-2(ID=2)] HITACHL HUC101414CS5300 2l | 2
SEAGATE ST93675155
[1-4{ID=4)] SEAGATE ST97345155 |
/=l [1-5(ID=5)] SEAGATE 5T27345155 SM.ART.: [ Normal ik
= [1-6{ID=6)] SEAGATE ST97345155
= [1-7(ID=7)] SEAGATE ST973451S5
E [0] Logical Device
E [1] Logical Device
E [2] Logical Device
E [3] Logical Device
B [4] Logical Device
E [5] Logical Device
E [6] Logical Device
&8 MegaR AID SAS 3708EM2(1)

For Help, press F1 [ [normal [warning M [2brormal 2

Physical Device Information] view of DataViewer

Status : [ online
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2. Confirmation of hard disk status (status monitoring)

In case failure of hard disk happens, the following alert is reported. Confirm whether alert related to
trouble of disk array or hard disk on AlertViewer of Manager is reported or not.

Alert is reported to local device including hard disk where failure occurred and physical device
respectively. By referring to alert, you can determine logical device and physical device where failure
occured

Alert contents at occurrence of hard disk failure (Example.)

-
Logical Device changed to Critical(Degraded).
Disk Array : MegaRAID SAS 8708EM2(0)
Logical Device ID : 6
-

Physical Device changed to Dead(Offline).
Disk Array : MegaRAID SAS 8708EM2(0)
Disk ID : 1-5(ID=5)

Model : SEAGATE ST973451SS

You can confirm hard disk failure of disk array not only on alert report but also on DataViewer.

=loix
File Edit View Tooks Help
| 5@ Disk Array B IR
(& T120AL [ESMPRO] #= [6] Logical Device
8 Hardware
& svstem [E
O Device =
7l Enclosure
B Software Ttem [ value
3 Metwork Logical Device ID &
& BIos RAID RAID1
: Capacity 20.2968
g :;i;;”‘"g Physical Device 1315
i File system
B Disk array
= MegaRAID 5AS 8708EM2(0)
<€ Controller Information
(1 )] HITACHI HUC101414CS5300
\TE ST33675155 .
7345155 | |
7345155
7345155 Status : [ Optimal
(1 A 7345155
B 0] Logical Device
-.§=3 111 Loaical Device

~=1ol |
File Edit WView Tools Help
I 2 Disk Amray j
e [ =] T1208L [FSMPRO]

- FH Hardware
- Jgal System

[ W8 1/0 Device
- Enclosure
£
£
[

i@ Software
oD MNetwork
-3 BIOS
----- P Local Polling
[#-&3 Storage
[]--E File System
El--ﬂ Disk Array
E1-J) MegaRAID 545 3703EM2(0)
----- 3| Controller Information
= [1-2(ID=2)] HITACHI HUC101414C55300
= [1-3(ID=3)] SEAGATE ST93675155
= [1-4{ID=4)] SEAGATE ST97345155
= [1-5(ID=5)] SEAGATE ST97345155
/28 [1-6(ID=5)] SEAGATE 5TS7345155 Status: [T Degraded
= [1-7(ID=7)] SEAGATE ST97345155
E [0] Logical Device
E [1] Logical Device
E [2] Logical Device
E [3] Logical Device
8 [4] Logical Device
[5] Logical Device
gaRAID SAS 8708EM2(1)

| Value
[
RAID1
29.29GB
1-31-5

|

&
For Help, press F1 [ wormal [ [warning [l [Abrormal

[Logical Device Information] view of DataViewer
118




The LED of [Status] of logical device displays status of logical device (The [Status] string
changes with each vendor of a disk array. For details, see the user's guide for the disk array device.).
In case of detection of hard disk failure, the status color of logical device incluing the hard disk
changes to abnormal (red color) and warning (yellow color).

0 (Normal color) : Functional
™" (Warning color) : Critical
B (Abnormal color) : Offline

In addition, the status color of physical device where failure occurred changes to abnormal (red color).

EE
File Edit view Tools Help

[ 5 Disk Aray = RN ENE] [EEE

BE_ T1204-L [ESMPRO] = [1-3(ID=3]] SEAGATE ST93675155

Hardware
System

1j0 Device

} Endlosure
Software Item [ value
Network Disk I 1-300=3)
BIOS Capacity 33.87CB
| Local Poling Model SEAGATE STS3675155
&8 Storage
w-J File system
B Disk Array
[=] MegaRAID SAS §708EM2(0)
i@ controller Information
)] HITACHL HUC 101414CS5300 < | >l

AGATE ST97345155

AGATE 5T97345155 SMART. : [ Norml ﬂl |
)] SEAGATE STS7345155
= [170D=7)] sEAGATE sTo7345155

B3 [0] Logical Device Status : == online

{8 [1] Logical Device
[2] Logical Device
| T -

ok T120A-L - DataViewer
File Edit View Tools Help

I §= Disk Armray j
[=- 1] T1208-L [ESMFRO]

[]--m Hardware
[]--E System
[/ 1/0 Device
I:I-- Enclosure
[
E
[

=10l x|

For He

i@ Software
- Metwork
H-E BIOS
----- | Local Polling
&3 Storage
[]--E File System
- Disk Array
-8 MegaRAID SAS 8708EM2(0)

1-3(1D=3)
33.87GB
SEAGATE ST23675155

)] HITACHI HUC101414CS5300

Mormal Beseb |

Status : Il offine

[ |] SEAGATE STS7345155
[1-6{ID=6)] SEAGATE 5T97345155
[1-7(ID=7)] SEAGATE 5T97345155
[0] Logical Device

[1] Logical Device

[2] Logical Device

[3] Logical Device

[4] Logical Device

[5] Logical Device

B2 [8] Logical Device

(-8 MegaRAID SAS 8708EM2(1)

For Help, press F1 -|Nurmal ,_|\".|’arning -|Abnurmal 4

Physical Device Information] view of DataViewer

LED of [Status] of Physical Device Information displays the status of Physical Device (The [Status]
string changes with each vendor of a disk array. For details, see the user's guide for the disk array
device.).

B (Normal color) : Functional
B (Abnormal color) : Offline
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Component of RAID System

CAUTION

When the RAID System management utility is "Universal RAID Utility", RAID controller, a Physical Device, and a
Logical Device that composes the RAID system are displayed in the DataViewer of NEC ESMPRO Manager by the
following format.

- RAID Controller : Controller name(ID)
- Physical Device : Endosure number - Slot number(ID)
- Logical Device : (ID)Logical Device

These composition information corresponds with the DataViewer and Universal RAID Utility as follows.

RAID Controller

In the case of the following, it means the same RAID Controller.
- DataViewer : MegaRAID SAS 8708EM2(0)

- Universal RAID Utility : RAID Controller #number(0Q)

Physical Device

In the case of the following, it means the same Physical Device.
- DataViewer : 1-3(ID=3)

- Universal RAID Utility : Enclosure -> 1, Slot -> 3, ID -> 3

Logical Device

In the case of the following, it means the same Logical Device.
- DataViewer : [1] Logical Device

- Universal RAID Utility : Logical Device #number(1)

o MAI-TAI-07 - Data¥iewer

File Edit Mew Tools Help
| §=2 Disk Armray

[ Universal RAID Utility - RAID Yiewer

File  Control  Tool  Help

= 18] MAL-TAI-O7 [ESMPRO] .
=-EH Hardware El M2 mai-tai-07 EDHt_I‘D“EIJ
g System =¥ RAID Systern #1
- W /O Device [ RAID Cortroller #
E@ Enclosure 0 L i
-3 Software - ”
-3 Metwork $rPysical Device #1(0)
=& BIOS ; ;
€ Local Poling 7l Phiysical Device #2(1)
G183 Storage -~ Jem Physical Device #3(2
E-‘Ja Filz System Controller “Jom Phys i
=8 Disk Array hysical Device #5(4)
s gt
= B MegaRaID sa3 s705EMED) )— " i Physical Device #6(5)
#2838 Controller Information . "
-8 [1-0{ID=01] SEAGATE ST973401 |Ph"."'5|[3| Device
|Ph',l'5il:a| Device [D=1)] SEAGATE ST973402 i | vaie ]
= L=, .0=2)] SEAGATE 7 D %
3 ;r’:t\nsure
Interface S45
wendor Mo SEAGATE ST97340255
FIFnware Wersion ooz
Serial Nurmber BNPIFSDK
_____ Capacity 6768
Status Failed
S.M.ART. Normal
oK | Cancel Apply
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Component of RAID System
CAUTION

When the RAID System management utility is "MegaRAID Storage Manager", RAID controller, a Physical Device,
and a Logical Device that composes the RAID system are displayed in the DataViewer of NEC ESMPRO Manager
by the following format.

- RAID Controller : Controller name(ID)
- Physical Device : Endosure number — Slot number(ID)
- Logical Device : (ID)Logical Device

These composition information corresponds with the DataViewer and MegaRAID Storage Manager as follows.

RAID Controller

In the case of the following, it means the same RAID Controller.
- DataViewer : MegaRAID SAS PCI Express(TM) ROMB(0)

- MegaRAID Storage Manager : Controller ID : 0

Physical Device

In the case of the following, it means the same Physical Device.
- DataViewer : 1-3(ID=3)

- MegaRAID Storage Manager : Physical Device 3

Logical Device

In the case of the following, it means the same Logical Device.
- DataViewer : [1] Logical Device

- MegaRAID Storage Manager : Virtual Disk 1

o, GIBSONB00 - DataYiewer
File Edit WYew Tools Help

§ MegaRAID Storage Manager - ¥2.36-04

I §9 Disk Amay LI | 1 | L4 File ©Operations Group Cperations Log Tools Help
E@ GIBSONE00 [ESMPRC] SErversl
-l Hardware =

vﬁ Jwstem

@8 10 Device

- Enclosure

@ software

B metwork

‘3| BIOS Physical I-'I";IiEE"I

4 Local Paling [# server : gihsonann

83 Storage E@ MegaRAID SAS PCI Express(TM) ROME (Bus 10,Dev 14)

Ee-fl File System Controller =~ (@ Virtusl Disk 0 : RATD 0 : 34176.0 MB
=-[l pisk Array B H Array O T

=B MegaRAID 545 PCI Express(TM) ROMED) )
AS
AID 1 34464.0 MB

-8 Controller Infarmation ars— D
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NEC ESMPRO Agent may be disable to monitor the RAID controller when can't get information of the
failure hard disk. In this case, NEC ESMPRO ESMDiskArray will recognize that some problem occurred
with this hard disk, and will report the below alert to NEC ESMPRO Manager.

Also, the same phenomenon occurs when more then two of hard disk breaks in a logical device, and
can't get information of the logical device. In this case, NEC ESMPRO ESMDiskArray will report the
below alert too.

If you receive these alert, confirm yes or no of failure of physical device and logical device by disk array
management utility, LED and the others.

Alert contents at the time when NEC ESMPRO Agent can't get information of
Physical Device and Logical Device. (Example.)

-
Logical Device might change to Critical .

Disk Array : SuperTrak EX8350
Logical Device ID : 1

-
Physical Device might change to Dead .

Disk Array :  MegaRAID SAS 8708EM2(0)
Disk ID : 1-3(ID=3)
Model : SEAGATE ST9146803SS

Alert during maintaining disk array

When delete some physical device and/or logical device during maintenance of disk array, NEC
ESMPRO Agent will recognize that physical device and/or logical device broke, and report the above
alert. Ignore the above alert during maintenance of disk array.

If you don't want to see the wrong alert, stop the "ESMDiskArray" Service before maintenance.

CAUTION

Displaying of these physical device and logical device on DataViewer
The DataViewer of NEC ESMPRO Manager will not display such a physical device and logical device.
Maintain by the information of alert message.

CAUTION

About the display of the Data Viewer when the Disk Array System is changed

CRUTION When a Physical Device and a Logical Device are added or are deleted when immediately after the Disk
Array System are maintaining it, it takes time of a few minutes until information is reflected in the Disk
Array tree of the Data Viewer.

About RAID System including Hot Spare
When the problem happens to Physical Device in the RAID system including the Hot Spare, the
DataViewer displays "Ready" as a state of the hard disk.

CAUTION
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3. Confirmation of result of hard disk pre-failure prediction

Thanks to hard disk pre-failure prediction function, as you can identify hard disk which has frequent
error occurrences before hard disk actually fails, you can take measures such as "Replace preventively
before hard disk fails" Disk Array Monitoring Function reports S.M.A.R.T. error Disk Array Controller
detected as alert of NEC ESMPRO Agent.

In case it was determined as life by preventive maintenance function for hard disk, the following alert
is reported.

Alert contents at the time when hard disk is determined as Life (Example.)

S.M.AR.T. feature considered the Physical Device to be in Warming state.
Disk Array: FastTrak S150 SX4
Disk ID: CH1-Master
Model: MAXTOR 4K040H2
Reset: Unnecessary

You can confirm that hard disk is determined as life not only by alert report but also on DataViewer.
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[Physical Device Information] view of DataViewer
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The LED of S.M.A.R.T. error of Physical Device Information displays result of determination of
preventive maintenance of physical device.

B (Normal color) : Normal
7" (Warning color) : Detects failure by diagnosis of hard disk pre-failure prediction
function.

About the restoration of the state of S.M.A.R.T.
The hard disks with S.M.A.R.T. in warning color should be replaced because they have little time left to

live.

CAUTION

When you replaced hard disk detected failure by hard disk pre-failure prediction function, there is a
possibility that reset may be required. In case reset is necessary, for "Reset" of alert report contents,
display as "Necessary" (In case reset is not necessary, display as "Unnecessary" )

You can reset in the following two ways:
One is to use Physical Device Information View of DataViewer. Click [Reset] button of right side of
[S.M.A.R.T] after replacing hard disk.

o, EXPRESSSERVER - DataViewer 1 -10] x|

File Edit View Tools Help -
| B® Disk Amray =l 4 | l’| L”'l’@l §|| E% @||
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H- System

]% 1/0 Device E:
]--ﬁ Enclosure ’%

[
[
[
- Software
[
[
[

7B Network Item | value
Disk ID 01-01-00

Capadity 16,93 GB
Model MAXTOR ATLASU320_18_SCAB4

+--8 Expansion Bus Device

- & | BI0S

----- % Local Poling

I}]& Storage

[+-8%| Controller

=158 Hard Disk

. =-B8 [1] HDs722512v1LAT20

1] General

dI) TDE Specific Kil| | |

. @45 CD-ROM

g% E::ks:rsr:m SMART.: [T Warmning Reset |
[} MegaRAID 5CSI 320-1

&8 Controller Information

B8 [01-00-00] MAXTOR. ATLASUI320_18_SCAB440

Status : [0 online

$(01-01-00] MAXTOR ATLASU320 18 SCAB440
-ﬁ [1] Logical Device

For Help, press F1 - 0 Normal | [warning M [Abnormal 2
[Physical Device Information] view of DataViewer

The other is to use NEC ESMPRO Agent ESMDiskArray Console. Activate NEC ESMPRO Agent

ESMDiskArray Console, select hard disk of Hard Disk List and click "Reset" of context menu.
=
File Config View Help

El & HardDisk List
E@ MegaRAID SCSI 320-1

NEC ESMPRO Agent ESMDiskArray Console

About Hard Disk List of NEC ESMPRO Agent ESMDiskArray Console
Hard Disk List of NEC ESMPRO Agent ESMDiskArray Console displays physical device only necessary to

reset.

PLUS 1
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4. Setting of disk array monitoring function

The setting of Disk Array Monitoring Function can be made by NEC ESMPRO Agent ESMDiskArray
Console of NEC ESMPRO Agent.

4.1 Change of threshold for hard disk pre-failure prediction

You can not change threshold of S.M.A.R.T. function using hard disk pre-failure prediction function.
The threshold is set up by each hard disk vendor and shipped and it is not officially announced.

About the default of the threshold judgment method
s The threshold of the method of judging S.M.A.R.T. is setting on the hard disk by each vender and is not
made public.

4.2 Change of monitoring interval

Monitoring interval of Disk Array monitoring function can be changed to optional value.

However, do not change monitoring interval basically. If you change monitoring interval of Disk Array
monitoring function longer, there is a possibility that detection of hard disk failure may delay and data
may be lost at worst case.

Default Setting Coverage
Disk Array Monitoring 60 sec. 60~3,600 sec.
=10 %]

anitaring Interval g0 =l zec Default |

[FPozsible setting range (B0 - 3600]

[ESMDiskArray Console Monitoring Interval Change] dialog
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[Support RAID Controller]

DiskArray Management Utility RAID Controller

Universal RAID Utility - RAID Controller(128MB, RAID 0/1) [N8103-116A]

- RAID Controller(128MB, RAID 0/1/5/6) [N8103-117A]
- RAID Controller(256MB, RAID 0/1/5/6) [N8103-118A]
- RAID Controller(128MB, RAID 0/1) [N8103-116]

- RAID Controller(128MB, RAID 0/1/5/6) [N8103-117]
- RAID Controller(256MB, RAID 0/1/5/6) [N8103-118]
- RAID Controller [N8103-115]

- RAID Controller [N8103-109]

- RAID Controller [N8403-026]

- LSI Embedded MegaRAID(tm)

- Internal RAID Controller (N8103-116 or equivalent)

- SAS PCI EXPRESS(TM) ROMB

- Disk Array Controller [N8103-90] *

MegaRAID Storage Manager - Disk Array Controller [N8103-90] *

- Disk Array Controller(Intermal SAS HDD) [N8103-91]
- Disk Array Controller(Och) [N8103-99]

- Disk Array Controller [N8403-019]

- LSI Logic Embedded MegaRAID(tm)

- LSI Logic MegaRAID(tm) SAS PCI EXPRESS(tm) ROMB

Web-based Promise Array Manager - Disk Array Controller(SAS) [N8103-105]
Professional

Web-based Promise Array Manager - Disk Array Controller(SATA2) [N8103-103]
- Disk Array Controller(SATA2) [N8103-101]
- Disk Array Controller(SATA) [N8103-89]

Promise Array Manager - Disk Array Controller(SATA) [N8103-78]

* About Disk Array Controller [N8103-90]
CRUTION The disk array management utility of Disk Array controller [N8103-90] is different depending on the
kind of connected server.
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3.12  Monitoring of Network(LAN)

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor sending and receiving packet of
server. By monitoring packet, you can detect line failure, high load of line and lack of server resource.

3.12-1

3.12-2

Function of LAN monitoring

In case NEC ESMPRO Agent detected problem concerning LAN, it reports/registers the detected
status to Manager and EventLog of system.
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I ) :
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Ju] Statistical =1
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| E-F Intel{R) PROY 1000 PM Metwark Ct
& B Expansion Bus Device

- e
1| | r

=10l %]

For Help, press Fi 0 bormal | Warming - labnomal 2

[Network]-{General] of DataViewer

Operation of LAN monitoring function

Describes about operation procedures such as validation method of failure concerning LAN Monitoring
and modification method of setting.

Confirmation of network failure

In case failure concerning LAN occurred, the following alert or Event are reported or registered to
Manager or EventLog of system. Confirm whether Event related to LAN is not registered by
AlertViewer or EventlLog of system

LAN monitoring function registers the following Events to EventLog in case many destruction packets
and error packets occur in unit of time (monitoring interval), it determines that failure occurs on
network. By referring to the contents of EventlLog, you can narrow down the cause.

As the determination of failure about LAN is made at a rate of number of sent and received packet
generated during monitoring interval, there is a possibility that Event may be registered by temporary
load increment. Even in case Event is registered, there is no problem that it is recovered soon. In case
it is not recovered and occurs frequently, confirm network environment (including hardware) and
disperse load.
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Alert contents at line failure (Example.)

A Network Hardware failure may have occurred. Device:\Device\EI90x1 Error No.:1 Alignment Errors = 5

FCS Errors =0 Carrier Sense Errors = 0

In case the percentage of packet of alignment error (packet length is not multiples of 8) among
packets received during monitoring interval exceeds the degree of value (threshold:line failure), alert is
reported.

A Network Hardware failure may have occurred. Device: \Device\EI90x1 Error No.:2 Alignment Errors =
0 FCSErrors =16 Carrier Sense Errors = 0

In case the percentage of packet of FCS error (detect error by checksum) among packets received
during monitoring period exceeds the degree of value (threshold:line failure), alert is reported.

A Network Hardware failure may have occurred. Device: \Device\EI90x1 Error No.:3 Alignment Errors = 0
FCS Errors = 0  Carrier Sense Errors = 39

In case the percentage of packet of carrier sense error (carrier sense can not detect during sending)
among packets sending during monitoring interval exceeds the degree of value (threshold:line failure),
alert is reported.

The Network is under heavy load. Device: \Device\EI90x1 Error No.:1 Total Transmitted Packets = 57
Late Collisions = 9 Single-Collisions = 1 Multiple-Collisions = 6 Delayed Frames = 2 Excess Collisions
=0 MAC transmitted Errors = 0

In case the percentage of packet of sum of packet crash/delay occurred (sum of delay clash, single
crash, multiple crash and delay sending) among packet receiving during monitoring exceeds the
degree of value (threshold:transmission retry), alert is reported.

The Network is under heavy load. Device: \Device\EI90x1 Error No.:2 Total Transmitted Packets = 15
Late Collisions = 0 Single-Collisions = 0 Multiple-Collisions = 0 Delayed Frames = 0 Excess Collisions

=1 MAC transmitted Errors = 3

In case the percentage of sum of abandoned packet (number of excess crash and MAC sending
error) among packet received during monitoring due to excess crash and others exceeds the degree of
value (threshold:transmission abort), alert is reported.

In addition, in case the following is registered, there is a possibility that the setting of network may be
wrong.
Reconfirm manual.

SNMP Service does not accept a request '

The above is registered in case response is not come from SNMP service at the time of service
initialization.
Confirm the setting of SNMP service.

‘ 2. Setting of LAN monitoring function
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The default of LAN monitoring function is set up as “Not enable to monitor”, In case of monitoring LAN,
change the setting by control panel of NEC ESMPRO Agent.

For LAN monitoring, basically it is not necessary to change threshold-determining status of network
but you can set optional value.

2.1 Change of LAN monitoring threshold

You can change threshold by control panel of NEC ESMPRO Agent.
|

General| System | CPU LAN | wDT | Shutdown | SaF-TE |

Sample intersal 180 = seconds
Threshalds
Metwark hardware errar | 50 3: B
Transmissian tekry percentage 35 o [
Transmission abart percentage 35 =

0K I Cancel | Help

Control panel of NEC ESMPRO Agent [LAN]

Default of Threshold

Network hardware error: 50% (0~100%)
In case alert of “line failure” is frequently reported and you
want to ignore it, set the value of [Ratio of line failure] higher.

Transmission retry 35% (10~50%)

percentage: For both cases, in case alert of “line high load status” is
frequently reported and you want to ignore it, set the value of
[Transmission retry percentage] higher.

Transmission abort 35% (10~50%)

percentage: For both cases, in case alert of “line high load status” is

frequently reported and you want to ignore it, set the value of
[Transmission abort percentage] higher.

2.2 Change of monitoring interval of LAN monitoring function

The default of monitoring interval of LAN monitoring is 180 sec.
Monitoring interval of LAN monitoring is at the range of 1~3600 sec. and can change the setting.

129



3.13

Reference of System Information

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can refer to the information about system
environment such as I/O device, software (service, driver, OS), BIOS (system BIOS, video BIOS, SCSI BIOS)
and device information (CPU, system board, etc.).

Reference of information of I/0 device

In case you refer to information of I/O device from Manager; select [I/O Device]-"I/O device you refer
to” by DataViewer. You can refer to the information of I/O device (floppy disk, drive, serial port, parallel

3.13-1

port, keyboard, mouse, video).
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3.13-2 Reference to software information

In case you refer to the information of software by Manager, select [Software]-"Software you refer to”
by DataViewer. You can refer each information of software.
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[Software]-[OS] of DataViewer

3.13-3 Reference to BIOS Information

In case you refer to BIOS information by Manager;, select [BIOS]-"BIOS you refer to” by DataViewer.
You can refer to each BIOS information.
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3.13-4

Reference to Equipment Information

In case you refer to equipment information by Manager, select [Hardware]-[Field Replaceable
Unit]-"Equipment you refer to” by DataViewer. You can refer to the information of each equipment.

* The equipment information you can refer to depends on model.
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3.14  Reference of Error Information detected by HW
Level

NEC ESMPRO Agent and NEC ESMPRO Manager provide ESRAS utility by which you can refer to log
information of Event/ error detected at HW level and information about sensor of HW system and information
of field replaceable unit for maintenance.

By utilizing ESRAS utility, you can detect general HW related malfunction, confirm generation of error (Power
Unit failure, etc) at HW level, investigate after failure and perform system diagnosis.

3.14-1. Function of ESRAS utility

ESRAS utility displays log information recorded in special memory( NVRAM) mounted in Express itself
or server management board. In addition, the model supporting IPMI (Intelligent Platform
Management Interface) which is standard interface of HW information displays log information
recorded through IPML.

ESRAS utility automatically identify the function about HW information supported by relevant server
and displays it.

Please note that ESRAS utility can not display the information about server not supporting NVRAM nor
IPML.

1. NVRAM Information

Display of SW( Software) Log

Displays logging information of memory error; critical and system error.

Memory Error Displays collectable error (1bit error)/uncollectible error (multi bit
error) information detected/recorded by memory check in level such
as BIOS.

Critical Error Displays logging information of critical error : temperature
malfunction/FAN malfunction and etc.) resulting in system error.

System Error Displays logging information of system error message of OS (Panic
message).

Display of HW (Hardware) Log

Displays failure information occurred in main equipment.
Register information is recorded at occurrence of system error ( Panic).

Display of Server Management Board Expansion Log
In equipment mounted server management board, more detailed HW failure information and
EventLog can be detected.

Management of NVRAM Logging Information
Performs save (backup)/initialization of logging information recorded in NVRAM of main equipment

and server sensing board/server management board.

In order to investigate failure, this save (backup) data is useful.
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2. IPMI Information

Display of IPMI Information

Displays System EventlLog (SEL), Sensor Device information (SDR), Field Repaceable Unit

information (FRU), Management ControllerI Information (version information of IPMI) and
system current-carrying accumulated time on local computer as well as network computer.

System EventLog(SEL)  Displays Event/error system and sensor of system Detects. This is log
necessary for identification of cause after failure and restoration work.

Sensor Device Displays information about sensor of hardware system, type of field
information(SDR) replaceable unit information (FRU), location of data storage and
others.

Depending information, you can confirm the sensor —specific
information such as threshold.
Field Replaceable Unit Displays information of replaceable module or component system
Information(FRU) maintenance person.

Management Controller Displays version information of IPMI of file backed up the latest
Information  (version information for connected machine to manage.

information of IPMI)

System Displays accumulated time system turns on electricity so far. displays
Current-carrying the latest information only.

Accumulated Time

Backup Function of IPMI information

Backup IPMI information to file.

You can back up from both local computer and network computer

The target of backup is system EventLog (SEL), Sensor Device information (SDR), Field Replaceable
Unit information (FRU), management controller information (version information of PMIL).

In order to investigate failure, this save (backup) data is useful.

Backup Display Function of IPMI information

Reads backed up IPMI information and displays it.

Displayed information is System EventLog (SEL), Sensor Device information (SDR, Field Replaceable
Unit information (FRU) and management controller information (version information of IPMI).

Backup file of IPMI information collected by ESRAS utility is compatible with the following backup file of
€3  software and you can refer to them.

- Off-line maintenance utility

-DianaScope

-NEC ESMPRO Manager Ver.5
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3.15 Monitoring of Event

NEC ESMPRO Agent monitors and detects various failures (Events) which occur on server and can alert failure
contents to NEC ESMPRO Manager.
Though it is set by default to monitor/alert Event resulting in critical failure, you can add/delete
MonitoringEvent in accordance with system environment.

You can unify management of MonitoringEvent by tree view of Alert Manager setting tool.

3.15-1 Function of event monitoring

1. Type of event to be monitored

NEC ESMPRO Agent can monitor the following 2 types of Event.

EventLog
Monitors standard EventLog of Windows system.
Always monitors that Event is registered based on source hame and EventID of Event. When Event to
be monitored is registered to EventlLog, the contents are alerted to NEC ESMPRO Manager

Error Event of standard service of Windows and Event NEC ESMPRO product registers are set up by
default of MonitoringEvent.
In addition, you can add/delete MonitoringEvent in accordance with system environment.

You can monitor Event application other than NEC ESMPRO Agent registers.

You can refer to Event registered in EventLog on EventViewer.
ad The type of log you can monitor is not only three logs of application log, system log and security but
also custom log component and others of Windows are added.

Event of NEC ESMPRO Agent

Event of NEC ESMPRO Agent monitors itself.

For Event of NEC ESMPRO Agent, there are two types of Event. One is Event to alert by status
change of server determining threshold and the other is Event to alert by failure of some kind.

You can only select Alert/Do not Alert for Event of NEC ESMPRO Agent. You can not add nor delete.

PLUS 1
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3.15-2 Operation of Event Monitoring

1. Addition/Deletion of MonitoringEvent

By designating MonitoringEvent, you can add and delete MonitoringEvent.

[Procedures]

1. Activate Alert Manager setting tool.

2. Switch tree view( EventLog, Event of NEC ESMPRO Agent) of Event you want to set.

3. Select source name for monitoring on tree view with mouse and dlick right button of mouse. Select
[Select MonitoringEvent] from displayed Pop-up menu.

4. As [Select MonitoringEvent] Dialog Box is displayed, select Event for monitoring.

I |= TS
File Setting Yiew Options  Help
E-|Z7 Eventlog
&-[2] Application
553 System
. [@-[2] Browser
- -2 dmio
i x4
|27 Ftdisk
-] iB04zprt Source :  |sic7ax | oK |
|27 LmHosts ¥ :
; - ndis Event ID List : Manitor Event : Cancel |
. [#-[_] parport 13 s |
D Remavable Starz 14 s | @ 4
- -] serial 15 @ S
| E-[I7 server 15 e @ ©
| -] Service Control 1 17 e e - 7
. E-[37 5 18 8 L]
| B3 Tepip 19 5
B UPS 20 | 10 R
-] Security = =
Ewvent Message
EventID :
=
i ¥
If you want to select the monitor. 7

Alert Manager Select Monitor Event Dialog Box
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2. Setting of alert contents for MonitoringEvent

By setting MonitoringEvent, you can set alert contents for each Event.

Setting Item has trap name, action after alert and coping process. The information you set here

e becomes alert contents and AlertViewer displays it [Action after Alert] means the operation after this
Event happened and you can select from the following three operations ” Shut Down”, “"Reboot”
and "No action”

[Procedures]

1.Activate Alert Manager setting tool.

2.Switch tree view([EventLog] [Event of Agent]) of Event you want to set

3.Select source name for monitoring on tree view with mouse and click right button of mouse. Select
[Monitor Event Setting] from displayed Pop-up menu.

4.After [Monitor Event Setting] Dialog Box is displayed, set alert contents.

Monitor Event Setting

—Monitor Event

x|
) Ok I
Source  : FiCT3xx
EventID : 2 Cancel |
Event Message : Suppress... |
Help |
—Ewvent Setting
Trap Mame : I aicTexx(2)
Operation After Report : IN':"-'E j

Recovery Action :

Monitor Event Setting Dialog Box

‘ 3. Setting of alert suppression of MonitoringEvent

NEC ESMPRO Agent can set alert suppression for each MonitoringEvent.

Suppression of alert has 2 kinds of suppression method of “Suppression by suppress interval”
and "Suppression by number of occurred event” By combining these, you can suppress unnecessary
duplicate alert, reporting only when same Event was detected.

“Suppression by suppress interval” is that the same Event detected within designated time is not

40  reported. "Suppression by number of occurred event” is that when the same Event of designated
number within designated time was detected , alert is reported. You can set combining these 2
methods.
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[Procedures]

1.Activate Alert Manager setting tool.

2.Switch tree view ([EventLog], [Agent Event]) of Event you want to set

3.Select source name for monitoring on tree view with mouse and dlick right button of
mouse. Select [Monitor Event Setting] from displayed Pop-up menu.

4.Press [Suppress] button on [Monitor Event Setting] Dialog Box.

5.As [Suppress] Dialog Box is displayed, set suppression

suppress x|
—Iv Suppress Interval

Suppress a report of the same event for 2 ﬁ minutes.

Cancel |

—Iv Mumber of occurred event Help |

Report when same event ocours I 1 j times per I 1 il‘l minutes.

Suppress Dialog Box

[Setting Example.]
Suppresses alert of the same Event in designated time (30 min.).

N

40

|
50 60 70| 80 %0  100(min)

30min

In suppress interval (30 min.) from alert, alert is not sent even though the same Event is detected.
After the suppress interval, alert is sent.

Alert is sent if designated number of occurred event (three times) of the same event is
detected in designated time (30 min.).

80 90 100({min)

* *l
60 70

30min

&
L}

Alert is sent in case the designated number of occurred event (three times) of the same event is
detected in designated time (30 min.).
After that, alert is sent in case the designated number of occurred event of the same event is
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detected in the designated time.

If designated number of occurred event (3 times) is detected in designated time (30
min.) is detected, alert is sent and suppresses alert for designated time (30 min.).

*

.l

) 10 20 50 60 70 80 90 100(min)(
30min 30min y
N il
suppress by fregency suppress at time

If designated number of occurred event (three times) of the same event is detected in designated
time (30 min.) is detected, alert is sent.

Alert is not sent even though event is detected in suppress interval (30 min,) from alert. After
suppress interval, in case designated number of occurred event is detected in designated time
again, alert is sent.
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3.16  Monitoring of Stall

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor system stall. By monitoring,
you can minimize shutdown time of server and effect to operation by automated and unattended operation in
operating system.

3.16-1 Function of stall monitoring

NEC ESMPRO Agent monitors operational condition of OS by regularly updating watchdog timer
(timer for software stall monitoring) mounted server.
In case there is no response due to stall of OS and other reasons and timer is not updated, timer times
out and reboot the system automatically.

3.16-2 Operation of stall monitoring

Describes about operation procedures such as validation method of failure concerning stall monitoring
and modification method of setting.

‘ 1. Confirmation of system stall

Monitors system stall by watchdog timer during system operation. In case stall occurred, it detects
occurrence of stall after system start-up and send alert to Manager. Confirm whether alert concerning
stall is not sent on AlertViewer of Manager.

Alert contents at occurrence of timeout of watchdog timer (Example.)

Timeout of watchdog timer.. '

There is a possibility that alert report just after system start-up may fail to send. In case it failed to
send, there is a possibility that alert report may delay by retry interval designated by Alert Manager
setting tool.

CAUTION

‘ 2. Setting of stall monitoring function

Stall monitoring function is set up to monitor when NEC ESMPRO Agent was installed and always
monitors during operation.
For normal operation, you do not need to change the setting of stall monitoring function.
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2.1 Change of validation/invalidation of stall monitoring

As for validation/invalidation of Stall Monitoring, you can set up by control panel of
NEC ESMPRO Agent.

In case you changed validation/invalidation stall monitoring for IPMI incompatible model, system is
required to reboot.

CAUTION

Control panel of NEC ESMPRO Agent
x|

General| System| CPU | Lo WOT | Shutdown | S4F-TE |

Timeout 180 3| seconds
Inkerval 30 = seconds
Action at timeout [z i
#ction after bimeout IReset j

oK I Cancel I Help
Control panel of NEC ESMPRO Agent [WDT]

2.2 Change of setting of stall monitoring operation

For server supporting IPMI, you can finely set not only the change of Validation/Invalidation but also
other changes.

You can set timeout period, update interval, action at timeout and action after timeout control panel of
NEC ESMPRO Agent.

Default Threshold
Timeout Period: 90 or 180 (appropriate value is set by model.)
Update Interval: 30
Operation at Timeout: NMI
Operation after Timeout: reset
Timeout Period

e  Designates the time system judges it stalled in number of seconds.

Update Interval

Designates interval to update timeout period timer in number of seconds.

For instance, in case timeout period is 90 seconds and update interval is 30 seconds, the time judged
as stall is from 60 to 90 seconds.

Action at timeout
You select operation at the time of timeout. After operation below, operation after timeout is carried
out.
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None
NMI

Action after Timeout
How to select restora
System

Reset

Power Cycle

Power
Discontinuity

tion

Nothing happens.
Generates STOP error.

after timeout

In case you set action at the time of timeout as “NMI", it conforms to the
contents set up for [Restore] of Start-up/ Shut Down] tab of control
panel [ system] In case of (Windows NT 4.0, "Restore” of [Start -up/
Shut Down] tab, In case of Windows 2000 ,[Start-up/Restore]) of
[Details] tab respectively, if stall occurs, STOP error occurs and resets
after collecting memory dump and reboots

In case it further timed out on the condition that memory dump can not
be collected and it is designated to write debug information by control
panel "system” tab, you collect memory dump and reboot after reset in
case “Automatically reboot” is designated.

In case action at the time of timeout is "No", it is not restored. It is stall.
In case you set action at the time of timeout as “NMI" and if stall occurs,
STOP error occurs and resets after collecting memory dump and reboots.
In case it further timed out on the condition that memory dump can not
be collected, activate after reset.

In case of setting of "No”, reset system and try to reboot.

In case action at the time of timeout is set as "NMI” and if stall occurs,
STOP error occurs and resets after collecting memory dump and reboots
In case it further timed out on the condition that memory dump can not
be collected, reboot after power cyde.

In case of setting of “No”, first power OFF and power ON just after that.
In case action at the time of timeout is set as "NMI” and if stall occurs,
STOP error occurs and resets after collecting memory dump and reboots
In case it further timed out on the condition that memory dump can not
be collected, power is shut down.

In case of setting of "No”, system power is shut down.
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3.17  Detection of System Error (Panic)

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can detect occurrence of panic.

3.17-1 Function of system error detection

In case panic occurs in system, NEC ESMPRO Agent automatically detect occurrence of system error
at system start-up after panic and sent alert to Manager.

3.17-2 Operation of system error detection

Describes about operation procedures such as validation method of failure concerning detection of
system error and modification method of setting.

‘ 1. Confirmation of system error failure

NEC ESMPRO Agent detects system error after system start-up. In case it detects system error, it
sends alert to Manager. Confirm whether alert about system error is not sent on AlertViewer of
Manager

Alert contents at occurrence of system error (Example.)

This is the event which occurred between this system start-up
the last system stop or system shutdown.

System Error Information

Time: : 2002/02/04 19:37:26

Dump Switch : OFF

Message :

*** STOP: 0x69696969
(0x00000000,0x00000000,0x00000000,0x00000000)

There is a possibility that alert report just after system start-up may fail to send In case it failed, there
el is a possibility that alert report may delay by retry interval designated by Alert Manager setting tool.

2. Setting of system error monitoring function

System error Monitoring function always monitors system error. You can not set so as not to monitor
system error.
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3.18  Monitoring of Shut Down

By utilizing NEC ESMPRO Manager and NEC ESMPRO Agent, you can monitor whether Shut Down procedure
was carried out normally.

3.18-1

3.18-2

Function of shut down monitoring

NEC ESMPRO Agent monitors whether shut down procedure is completed normally (monitors from
start of Shut Down procedure to power discontinuity).
If shut down procedure is not completed without response in time during executing OS shut down due
to stall and other reasons, timer times out and automatically execute the action set beforehand.

Operation of shut down monitoring

Describes Operation Procedures such as validation method about failure concerning shutdown
monitoring and modification method of the setting.

Confirmation of shut down failure

Monitors stall of shut down by watchdog timer during execution of shut down. In case stall occurred
during shut down procedure, it detects occurrence of stall after system start-up and report alert to
Manage. Confirm whether alert about stall of shut down is not reported on AlertViewer of Manager.

Alert contents at occurrence of timeout of watchdog timer (Example.)

Timeout of fwatchdog timer. '

B There is a possibility that alert report just after system start-up may fail to send. In case it failed to
= send, there is a possibility that alert report may delay by retry interval designated by Alert Manager
setting tool.
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2. Setting of shut down monitoring function

2.1 Change of validation/invalidation of shut down monitoring

The setting of shut down monitoring can be changed by control panel of NEC ESMPRO Agent.
x|

General | System| CPU | L&N | wDT  Shuidown | saF-TE |

Timeaut | 1&00 _j: seconds

Ackion &t Hmeout INDr.E! j
Ackinr after Hmeouk lP-TIWE'r' off j

K I Cancel | Help

Control Panel of NEC ESMPRO Agent [Shutdown]

2.2 Change of setting for shutdown monitoring action

By setting of control panel of NEC ESMPRO Agent, you can change timeout period, action at
timeout and action after timeout. The contents you can change are the same as ones mentioned
in"3.16 Monitoring of Stall”.

Default of Threshold
Timeout Period: 1800
Action at Timeout : None
Action after Timeout : Power discontinuity

For Shut Down Monitoring, all the shutdown process is the target to monitor.
In case there is AP using Shut Down without reboot of OS and power discontinuity, set timeout time
longer or monitoring OFF.

CAUTION
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3.19  PCI Hot Plug Monitoring

NEC ESMPRO Manager and NEC ESMPRO Agent supports dynamic configuration by PCI hot plug function.

3.19-1 Function of PCI hot plug monitoring

When PCI hot plug generates in the system, NEC ESMPRO Agent automatically detects the generation
of PCI hot plug and report it to Manager.

3.19-2 Operation of PCI hot plug monitoring

Describes about validation method of detection of PCI hot plug.

‘ 1. Confirmation of generation of PCI hot plug

NEC ESMPRO Agent automatically detects the generation of PCI hot plug and reports it to Manager.
You can the contents of alert by AlertViewer of Manager.

Alert contents at occurrence of generation of PCI hot plug (Example.)

New device has been connected to the slot or the connector device. '
Either the slot or connector power has been off, or device has been removed. '

3.19-3 Handling at the time of detection of PCI hot
plug

In case generation of PCI hot plug is detected, DataViewer of Manager displays the message below
and you are asked to reconstruct the tree of DataViewer.

pataviewer x|
1 Thie system configuration of the host may have been changed.
. Do i wish bo reconstruct the tree?

Reqguest for Reconstruction of Tree of DataViewer

When you select [Yes], tree is reconstructed by
DataViewer and reconstruction of system by PCI Hot

Plug is reflected on DataViewer.

When you select [No], the tree of DataViewer is hot reconstructed.
In that case, because reconstruction of system by PCI hot plug is not reflected. there is a possibility that
the information of DataViewer is different from the information of the present system.

CAUTION
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3.20 Monitoring of Dump Setting

NEC ESMPRO Agent can monitor dump setting of memory dump extracted at the time of failure.
Because the setting of system concerning memory dump is monitored you can avoid the problem that you
can not extract memory dump necessary to investigate the failure.

3.20-1 Function of monitoring for dump setting

NEC ESMPRO Agent checks dump setting at the time of start-up and reports alert to Memory in case
dump is set not to extract normally.

3.20-2 Operation of monitoring for dump setting

Describes validation method about dump setting monitoring.

1. Confirmation of dump setting

NEC ESMPRO Agent checks the setting about memory dump and reports alert to Manager if the
setting is incorrect.

In case of setting not to extract memory dump

The system is not set to extract memory dump(debug information).

It is recommended to setup to extract memory dump(debug information).

In case kernel/complete dump is not set
(Windows 2000 Windows XP Windows 2003)

Memory dump may not be able to extract normally.

The hot plug Mdassification of the dump file is not "perfect memory dump" nor "kernel memory dump"
It is recommended to setup to “perfect memory dump” or “kemel memory dump”.

In case overwriting is not set

Memory dump may not be able to extract normally.
The dump file is set as "does not overwrite".

It is recommended to change the setup to "overwrite".
Also, a dump file exists. Please move or delete it.

In case value of virtual memory size is less than necessary one

Memory dump may not be able to extract normally.
The initial size of the paging file of the starting drive is set below
the recommendation value,.

It is recommended to set the value of 1.5 times loading memory size or above.

There is a possibility that alert may fail to report just after system start-up In case of failure, alert report
may delay by retry interval designated by Alert Manager setting tool.

CAUTION
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2. Setting of Dump Setting Monitoring Function

Dump setting monitoring function is set as “Enable Monitoring” by default.

In case you change the setting so as no to monitor, open control panel and untick the checkbox
of*Monitor the memory dump settings” of system tab.

In case you monitor, tick the checkbox.

“#1 NEC ESMPRO Agent Properties ) x|

General System | CPU | LAN | WOT | Shutdown | S4F-TE |

™" Moritor the memory durnp settings!

Monitoring Disk Expansion

[~ Enable Monitaring

Zample Interyval | il 3: minukes

0k I Cancel | Help |

Control Panel of NEC ESMPRO Agent [System]

The change of the setting about memory dump monitoring becomes valid after reboot of system.
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3.21 Chassis Identification Function

NEC ESMPRO Agent Ver4.0 and its succeeding versions have Chassis Identification Function by IPML
By using Chassis Identification Function, you can identify the chassis which is operating on system using
commonly display and keyboard/mouse for rack mounted machine and etc.

3.21-1 Function of chassis identification

In IPMI compatible model, Chassis Identification Function can be performed from NEC ESMPRO Agent.
By Chassis Identification Function, you can identify operating chassis by chassis identification lamp and
etc.

3.21-2 Operation of chassis identification

Describes how to use Chassis Identification Function.

1. Execution of chassis identification

Chassis Identification Function can be performed from Operation Window of NEC ESMPRO Manager
and control panel of NEC ESMPRO Agent.

In case you identify chassis from Operation Window of Manager, select relevant server of Operation
Window and right-click, and select [Identify] of menu.

For start of chassis identification, click “Start” button, for finishing of it, dlick “Stop“button.

In case you identify chassis from control panel of NEC ESMPRO Agent, open control panel and click
“Identify Start"button of general tab.

For finishing it, click “Identify Close” button.

dentify x|

Target: ELADEOL

Stop Close Help

Chassis Identification of Manager
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&l NEC ESMPRO Agent Properties

Control Panel of NEC ESMPRO Agent [General]
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