### Event List of BMC BIOS Temperature Monitoring (Diagnostic)

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Event ID</th>
<th>Event Name</th>
<th>Source Name</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>8004044E</td>
<td>Temp Lower Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has dropped to the lower threshold (Error).</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Lower Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has dropped to the lower threshold (Warning).</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Lower Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the lower threshold.</td>
</tr>
<tr>
<td>Error</td>
<td>8004044F</td>
<td>Temp Upper Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Upper Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Upper Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the upper warning state.</td>
</tr>
<tr>
<td>Error</td>
<td>8004044F</td>
<td>Temp Upper Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Upper Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Upper Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the upper warning state.</td>
</tr>
</tbody>
</table>

### Event Type of Hardware Monitoring

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Event ID</th>
<th>Event Name</th>
<th>Source Name</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>8000006B</td>
<td>HDD Endurance Remaining Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Hard disk is going to fail. Contact maintenance member and exchange memory.</td>
</tr>
<tr>
<td>Error</td>
<td>8000006C</td>
<td>HDD Endurance Remaining Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Hard disk is going to fail. Contact maintenance member and exchange memory.</td>
</tr>
<tr>
<td>Error</td>
<td>8000006D</td>
<td>HDD Endurance Remaining Information</td>
<td>ESMCOMMONSERVICE</td>
<td>Hard disk is going to fail. Contact maintenance member and exchange memory.</td>
</tr>
</tbody>
</table>

### Event Type of System Monitoring

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Event ID</th>
<th>Event Name</th>
<th>Source Name</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>8004044E</td>
<td>Temp Lower Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has dropped to the lower threshold (Error).</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Lower Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has dropped to the lower threshold (Warning).</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Lower Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the lower threshold.</td>
</tr>
<tr>
<td>Error</td>
<td>8004044F</td>
<td>Temp Upper Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Upper Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Upper Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the upper warning state.</td>
</tr>
<tr>
<td>Error</td>
<td>8004044F</td>
<td>Temp Upper Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Upper Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Upper Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the upper warning state.</td>
</tr>
</tbody>
</table>

### Event Type of BMC BIOS Temperature Monitoring (Diagnostic)

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Event ID</th>
<th>Event Name</th>
<th>Source Name</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>8004044E</td>
<td>Temp Lower Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has dropped to the lower threshold (Error).</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Lower Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has dropped to the lower threshold (Warning).</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Lower Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the lower threshold.</td>
</tr>
<tr>
<td>Error</td>
<td>8004044F</td>
<td>Temp Upper Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Upper Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Upper Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the upper warning state.</td>
</tr>
<tr>
<td>Error</td>
<td>8004044F</td>
<td>Temp Upper Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Upper Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Upper Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the upper warning state.</td>
</tr>
</tbody>
</table>

### Event Type of BMC BIOS Temperature Monitoring (Diagnostic)

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Event ID</th>
<th>Event Name</th>
<th>Source Name</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>8004044E</td>
<td>Temp Lower Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has dropped to the lower threshold (Error).</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Lower Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has dropped to the lower threshold (Warning).</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Lower Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the lower threshold.</td>
</tr>
<tr>
<td>Error</td>
<td>8004044F</td>
<td>Temp Upper Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Upper Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Upper Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the upper warning state.</td>
</tr>
<tr>
<td>Error</td>
<td>8004044F</td>
<td>Temp Upper Error</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Warning</td>
<td>8004044F</td>
<td>Temp Upper Warning</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has risen to the upper warning state.</td>
</tr>
<tr>
<td>Information</td>
<td>8004044F</td>
<td>Temp Upper Recovered</td>
<td>ESMCOMMONSERVICE</td>
<td>Temperature has recovered from the upper warning state.</td>
</tr>
<tr>
<td>Time</td>
<td>Member</td>
<td>Category</td>
<td>Description</td>
<td>Sensor Number</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>----------</td>
<td>--------------------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>1105</td>
<td>1</td>
<td>Warning</td>
<td>Voltage NMI generated by software.</td>
<td>707</td>
</tr>
<tr>
<td>1102</td>
<td>1</td>
<td>Error</td>
<td>System error occurred on the PCI buses.</td>
<td>955</td>
</tr>
<tr>
<td>1104</td>
<td>1</td>
<td>Error</td>
<td>ECC Multiple bit error occurred.</td>
<td>1550</td>
</tr>
<tr>
<td>1106</td>
<td>1</td>
<td>Error</td>
<td>Cooler Reduced</td>
<td>1589</td>
</tr>
<tr>
<td>1107</td>
<td>1</td>
<td>Information</td>
<td>Date: %1, Location: %3, Sensor Number: %2.</td>
<td>1593</td>
</tr>
</tbody>
</table>

Note: The values are given in a specific format. Ensure that the log data aligns with the mentioned values.
<table>
<thead>
<tr>
<th>Date</th>
<th>Level</th>
<th>Location: %3</th>
<th>Sensor Number: %2</th>
<th>ID Strings: %4</th>
<th>Type</th>
<th>Current Value: %6</th>
<th>Date: %1</th>
<th>Device has recovered from a warning state.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>Level</td>
<td>Location: %3</td>
<td>Sensor Number: %2</td>
<td>ID Strings: %4</td>
<td>Type</td>
<td>Current Value: %6</td>
<td>Date: %1</td>
<td>Device has recovered from a fault state.</td>
</tr>
<tr>
<td>Date</td>
<td>Level</td>
<td>Location: %3</td>
<td>Sensor Number: %2</td>
<td>ID Strings: %4</td>
<td>Type</td>
<td>Current Value: %6</td>
<td>Date: %1</td>
<td>Device has a fault state.</td>
</tr>
<tr>
<td>Date</td>
<td>Level</td>
<td>Location: %3</td>
<td>Sensor Number: %2</td>
<td>ID Strings: %4</td>
<td>Type</td>
<td>Current Value: %6</td>
<td>Date: %1</td>
<td>Device has gone into a fault state.</td>
</tr>
<tr>
<td>Date</td>
<td>Level</td>
<td>Location: %3</td>
<td>Sensor Number: %2</td>
<td>ID Strings: %4</td>
<td>Type</td>
<td>Current Value: %6</td>
<td>Date: %1</td>
<td>Device has recovered from a warning state.</td>
</tr>
<tr>
<td>Date</td>
<td>Level</td>
<td>Location: %3</td>
<td>Sensor Number: %2</td>
<td>ID Strings: %4</td>
<td>Type</td>
<td>Current Value: %6</td>
<td>Date: %1</td>
<td>Device has recovered from a fault state.</td>
</tr>
<tr>
<td>Date</td>
<td>Level</td>
<td>Location: %3</td>
<td>Sensor Number: %2</td>
<td>ID Strings: %4</td>
<td>Type</td>
<td>Current Value: %6</td>
<td>Date: %1</td>
<td>Device has a fault state.</td>
</tr>
<tr>
<td>Date</td>
<td>Level</td>
<td>Location: %3</td>
<td>Sensor Number: %2</td>
<td>ID Strings: %4</td>
<td>Type</td>
<td>Current Value: %6</td>
<td>Date: %1</td>
<td>Device has gone into a fault state.</td>
</tr>
<tr>
<td>Date</td>
<td>Level</td>
<td>Location: %3</td>
<td>Sensor Number: %2</td>
<td>ID Strings: %4</td>
<td>Type</td>
<td>Current Value: %6</td>
<td>Date: %1</td>
<td>Device has recovered from a warning state.</td>
</tr>
<tr>
<td>Date</td>
<td>Level</td>
<td>Location: %3</td>
<td>Sensor Number: %2</td>
<td>ID Strings: %4</td>
<td>Type</td>
<td>Current Value: %6</td>
<td>Date: %1</td>
<td>Device has recovered from a fault state.</td>
</tr>
<tr>
<td>Date</td>
<td>Level</td>
<td>Location: %3</td>
<td>Sensor Number: %2</td>
<td>ID Strings: %4</td>
<td>Type</td>
<td>Current Value: %6</td>
<td>Date: %1</td>
<td>Device has a fault state.</td>
</tr>
<tr>
<td>Date</td>
<td>Level</td>
<td>Location: %3</td>
<td>Sensor Number: %2</td>
<td>ID Strings: %4</td>
<td>Type</td>
<td>Current Value: %6</td>
<td>Date: %1</td>
<td>Device has gone into a fault state.</td>
</tr>
<tr>
<td>Sensor Number</td>
<td>ID Strings</td>
<td>Date: %1</td>
<td>Location: %3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------</td>
<td>-----------</td>
<td>----------</td>
<td>--------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Memory Board is disabled.

Warning: PXE Server not found.

The slot or connector device has been inserted.

The slot or connector device has been removed.

The slot or connector device has reduced capacity state.

The slot or connector doesn't hold a spare device.

The slot or connector doesn't hold a spare device.

Warning: PXE Server not found.

It has started automatically by the User Requested PXE Boot.

Error: Drive slot is not in rebuild progress.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.

Drive has been removed.

Drive has been inserted.
Warning: FAN fault detected. Collect information by Server information collection tool and contact your sales representative.

Warning: If the temperature rises any higher, it will affect the proper operation of the system. Check that the air inlet is not clogged and the air conditioner is running.

Warning: It is considered a device fault when any fan condition is not working. Take the necessary actions and report to the maintenance representative.

Warning: If the temperature rises any higher, it will affect the proper operation of the system. Check that the air inlet is not clogged and the air conditioner is running.

Warning: iLO account shutdown. This is the event which occurred between this system start-up and the last system stop or system shutdown.

Warning: Storage System Fan Failure (Fan %1, Status: Critical). This is the event which occurred between this system start-up and the last system stop or system shutdown.

Warning: External Chassis Fan Failure (Chassis %1, Fan %2, Location %3). This is the event which occurred between this system start-up and the last system stop or system shutdown.

Warning: Storage System Fan Failure (Fan %1, Status: Warning). This is the event which occurred between this system start-up and the last system stop or system shutdown.

Warning: It is considered a device fault when any fan condition is not working. Take the necessary actions and report to the maintenance representative.

Warning: System Overheating (Temperature Sensor %1, Location %2, Temperature %3). This is the event which occurred between this system start-up and the last system stop or system shutdown.

Warning: External Chassis Fan Failure (Chassis %1, Fan %2, Location %3). This is the event which occurred between this system start-up and the last system stop or system shutdown.

Warning: Fan Failure (Fan %1, Status: Warning). This is the event which occurred between this system start-up and the last system stop or system shutdown.

Warning: Fan Failure (Fan %1, Status: Critical). This is the event which occurred between this system start-up and the last system stop or system shutdown.

Warning: System Overheating (Temperature Sensor %1, Location %2, Temperature %3). This is the event which occurred between this system start-up and the last system stop or system shutdown.

Warning: Fan Failure (Fan %1, Status: Warning). This is the event which occurred between this system start-up and the last system stop or system shutdown.

Warning: Fan Failure (Fan %1, Status: Critical). This is the event which occurred between this system start-up and the last system stop or system shutdown.

Warning: Fan Failure (Fan %1, Status: Warning). This is the event which occurred between this system start-up and the last system stop or system shutdown.
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Fatal: NVDIMM Error detected. Collect information by Server information collection tool and contact your sales representative.

Uncorrectable Memory Error - Processor %1, DIMM %2 (SN:%3-%4-%5-%6). This NVDIMM will not be available to the server because of a permanent memory initialization or uncorrectable error. If the same error occurs on a future reboot in the same processor, the DIMM will be marked offline (0x374) and future backups are not possible. Data from last successful backup is intact, but data modified after the last successful backup is lost.

Controller Error - Processor %1, DIMM %2 (Serial no. %3-%4-%5-%6). NVDIMM could not be armed by the NVDIMM controller FW and future backups are not possible. Data on NVDIMM may have been disabled. Data on NVDIMM will not use the NVDIMM. Data from last successful backup is intact, but data modified after the last successful backup is lost.

Controller Error - Processor %1, DIMM %2 (SN:%3-%4-%5-%6). NVDIMM could not be Sanitized by the NVDIMM controller FW and future backups are not possible. Data on NVDIMM will not use the NVDIMM. Data from last successful backup is intact, but data modified after the last successful backup is lost.

Warning: An uncorrectable memory error occurred. The OS will not use the NVDIMM. Data from last successful backup is intact, but data modified after the last successful backup is lost.

Recovery not be determined.
<table>
<thead>
<tr>
<th>Event Code</th>
<th>Event Class</th>
<th>Date</th>
<th>Event</th>
<th>MSSM Status</th>
<th>Event Description</th>
<th>Criticality</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x470</td>
<td>0x0A</td>
<td></td>
<td>Memory Channel Error</td>
<td>Warning</td>
<td>Event Code : 0x470</td>
<td>Warning</td>
</tr>
<tr>
<td>0x483</td>
<td>0x0A</td>
<td></td>
<td>NVDIMM Error - NVDIMM(s)</td>
<td>Warning</td>
<td>Event Code : 0x483</td>
<td>Warning</td>
</tr>
<tr>
<td>0x466</td>
<td>0x0A</td>
<td></td>
<td>Correctable Memory Error Threshold Exceeded</td>
<td>Warning</td>
<td>Event Code : 0x466</td>
<td>Warning</td>
</tr>
<tr>
<td>0x500</td>
<td>0x0A</td>
<td></td>
<td>System Health Error. A fatal error has been signaled (per the system configuration policy).</td>
<td>Fatal</td>
<td>Event Code : 0x500</td>
<td>Fatal</td>
</tr>
<tr>
<td>0x1901</td>
<td>0x0A</td>
<td></td>
<td>Controller failed on previous power-up</td>
<td>Critical</td>
<td>Event Code : 0x1901</td>
<td>Critical</td>
</tr>
<tr>
<td>0x2</td>
<td>0x0A</td>
<td></td>
<td>Controller to the latest firmware due to lock up code 0x%2</td>
<td>Critical</td>
<td>Event Code : 0x2</td>
<td>Critical</td>
</tr>
</tbody>
</table>

**Steps to Resolve:**

1. Update the controller to the latest firmware.
2. If the issue persists, replace the controller.
3. Collect information by Server information collection tool and contact your sales representative.

**Additional Notes:**

- If more configuration changes since the last system boot, one or more configuration settings may be used from the last system boot. One or more configuration settings may be lost.
- If any configuration changes have been made after the last system boot, the system from booting. -System description:
- Collect information by Server information collection tool and contact your sales representative.
- Fatal: Uncorrectable Error was detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Memory Channel Error Threshold Exceeded detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: System Health Error. A fatal error has been signaled (per the system configuration policy). Collect information by Server information collection tool and contact your sales representative.
- Fatal: Happy Backup Device Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Memory Channel Error Threshold Exceeded detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: System Health Error. A fatal error has been signaled (per the system configuration policy). Collect information by Server information collection tool and contact your sales representative.
<table>
<thead>
<tr>
<th>Event Code</th>
<th>Event Class</th>
<th>Description</th>
<th>Status</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x217</td>
<td>0x32</td>
<td>Fatal: A fatal KTI Initialization Error detected.</td>
<td>Critical</td>
<td>YYYY-MM-DD hh:mm:ss</td>
</tr>
<tr>
<td>0x220</td>
<td>0x32</td>
<td>Fatal: KTI Initialization Error detected.</td>
<td>Critical</td>
<td>YYYY-MM-DD hh:mm:ss</td>
</tr>
<tr>
<td>0x01</td>
<td>0x22</td>
<td>Inadequate Power To Power On:</td>
<td>Critical</td>
<td>YYYY-MM-DD hh:mm:ss</td>
</tr>
<tr>
<td>0x216</td>
<td>0x32</td>
<td>Fatal: DIMM Initialization Error detected.</td>
<td>Critical</td>
<td>YYYY-MM-DD hh:mm:ss</td>
</tr>
<tr>
<td>0x215</td>
<td>0x32</td>
<td>Fatal: Processor UPI Error detected.</td>
<td>Critical</td>
<td>YYYY-MM-DD hh:mm:ss</td>
</tr>
<tr>
<td>0x214</td>
<td>0x32</td>
<td>Fatal: Improperly seated or missing.</td>
<td>Critical</td>
<td>YYYY-MM-DD hh:mm:ss</td>
</tr>
<tr>
<td>0x8001</td>
<td>NONE</td>
<td>Fatal: Processor UPI Error detected.</td>
<td>Critical</td>
<td>YYYY-MM-DD hh:mm:ss</td>
</tr>
<tr>
<td>0x217</td>
<td>NONE</td>
<td>Fatal: A fatal KTI Initialization Error detected.</td>
<td>Critical</td>
<td>YYYY-MM-DD hh:mm:ss</td>
</tr>
<tr>
<td>0x216</td>
<td>NONE</td>
<td>Fatal: DIMM Initialization Error detected.</td>
<td>Critical</td>
<td>YYYY-MM-DD hh:mm:ss</td>
</tr>
<tr>
<td>0x215</td>
<td>NONE</td>
<td>Fatal: Processor UPI Error detected.</td>
<td>Critical</td>
<td>YYYY-MM-DD hh:mm:ss</td>
</tr>
<tr>
<td>0x214</td>
<td>NONE</td>
<td>Fatal: Improperly seated or missing.</td>
<td>Critical</td>
<td>YYYY-MM-DD hh:mm:ss</td>
</tr>
</tbody>
</table>

**Error Code:**
- DIMM Initialization Error
- Improperly Seated Or Missing
- KTI Initialization Error
- A fatal KTI initialization error has been detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: A fatal error was detected while initializing memory. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Processor UPI Error detected. Collect information by Server information collection tool and contact your sales representative.
- Inadequate Power To Power On: Incorrect voltage detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Improperly seated or missing. Collect information by Server information collection tool and contact your sales representative.
- Fatal: DIMM Initialization Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Processor UPI Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Improperly seated or missing. Collect information by Server information collection tool and contact your sales representative.
- Fatal: DIMM Initialization Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Processor UPI Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Improperly seated or missing. Collect information by Server information collection tool and contact your sales representative.
- Fatal: DIMM Initialization Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Processor UPI Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Improperly seated or missing. Collect information by Server information collection tool and contact your sales representative.
- Fatal: DIMM Initialization Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Processor UPI Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Improperly seated or missing. Collect information by Server information collection tool and contact your sales representative.
- Fatal: DIMM Initialization Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Processor UPI Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Improperly seated or missing. Collect information by Server information collection tool and contact your sales representative.
- Fatal: DIMM Initialization Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Processor UPI Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Improperly seated or missing. Collect information by Server information collection tool and contact your sales representative.
- Fatal: DIMM Initialization Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Processor UPI Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Improperly seated or missing. Collect information by Server information collection tool and contact your sales representative.
- Fatal: DIMM Initialization Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Processor UPI Error detected. Collect information by Server information collection tool and contact your sales representative.
- Fatal: Improperly seated or missing. Collect information by Server information collection tool and contact your sales representative.
<table>
<thead>
<tr>
<th>Event Code</th>
<th>Event Class</th>
<th>Date</th>
<th>Description</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x02</td>
<td>0x33</td>
<td>YYYY-MM-DD hh:mm:ss</td>
<td>Warning: Correctable Memory Error detected. Check IML and determine the necessity of maintenance. Collect information by Server information collection tool and contact your sales representative if needed.</td>
<td>Critical</td>
</tr>
<tr>
<td>0x01</td>
<td>0x33</td>
<td>YYYY-MM-DD hh:mm:ss</td>
<td>Fatal: If the temperature of PCIeSSD rises any higher, it will affect the proper functioning of the system.</td>
<td>Critical</td>
</tr>
<tr>
<td>0x3019</td>
<td>0x1</td>
<td>YYYY-MM-DD hh:mm:ss</td>
<td>Authentication Failure - The Server Platform Services firmware image is corrupted. -System Halted!</td>
<td>Warning</td>
</tr>
<tr>
<td>0x32</td>
<td>0x1</td>
<td>YYYY-MM-DD hh:mm:ss</td>
<td>DIMM Initialization Error - System halted.</td>
<td>Warning</td>
</tr>
<tr>
<td>0x468</td>
<td>0x32</td>
<td>YYYY-MM-DD hh:mm:ss</td>
<td>Memory Channel Error - System halted.</td>
<td>Warning</td>
</tr>
<tr>
<td>0x254</td>
<td>0x32</td>
<td>YYYY-MM-DD hh:mm:ss</td>
<td>DIMM Initialization Error - System halted.</td>
<td>Warning</td>
</tr>
<tr>
<td>0x33</td>
<td>0x33</td>
<td>YYYY-MM-DD hh:mm:ss</td>
<td>Memory Percentage Remaining</td>
<td>Critical</td>
</tr>
<tr>
<td>0x2</td>
<td>0x33</td>
<td>YYYY-MM-DD hh:mm:ss</td>
<td>Fatal: Status change was detected on this Intel Optane Memory Module may result in loss of data. Collect information by Server information collection tool and contact your sales representative if needed.</td>
<td>Critical</td>
</tr>
<tr>
<td>0x1</td>
<td>0x33</td>
<td>YYYY-MM-DD hh:mm:ss</td>
<td>Warning: PCIe device failure detected. Collect information by Server information collection tool and contact your sales representative if needed.</td>
<td>Critical</td>
</tr>
<tr>
<td>0x0</td>
<td>0x33</td>
<td>YYYY-MM-DD hh:mm:ss</td>
<td>None</td>
<td>Critical</td>
</tr>
</tbody>
</table>

**Firmware Error**

-.Device 0x%4, Function 0x%5.

**Authentication Failure**

- Failed authentication and may be compromised. -System Halted!

**Server Platform Services**

- Firmware detected. Collect information by Server information collection tool and contact your sales representative if needed.
## Error Details

### Transaction Timed Out Error

**Server Information**

<table>
<thead>
<tr>
<th>Event Code</th>
<th>Date</th>
<th>Event Class</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x3127</td>
<td>YYYY-MM-DD</td>
<td>0x32</td>
<td>Transaction Timeout Error</td>
</tr>
<tr>
<td>0x3117</td>
<td>YYYY-MM-DD</td>
<td>0x0A</td>
<td>Persistent Memory Health Error</td>
</tr>
<tr>
<td>0x3116</td>
<td>YYYY-MM-DD</td>
<td>0x0A</td>
<td>Persistent Memory Health Error</td>
</tr>
<tr>
<td>0x3115</td>
<td>YYYY-MM-DD</td>
<td>0x0A</td>
<td>Memory Module Health Error</td>
</tr>
<tr>
<td>0x3114</td>
<td>YYYY-MM-DD</td>
<td>0x0A</td>
<td>Memory Module Health Error</td>
</tr>
<tr>
<td>0x3113</td>
<td>YYYY-MM-DD</td>
<td>0x0A</td>
<td>Memory Module Health Error</td>
</tr>
<tr>
<td>0x3112</td>
<td>YYYY-MM-DD</td>
<td>0x0A</td>
<td>Memory Module Health Error</td>
</tr>
</tbody>
</table>

### Memory Health Error

Detected. Collect information by Server information collection tool and contact your sales representative.

### PCIe Slot Error

Detected. Collect information by Server information collection tool and contact your sales representative.

### FlexibleLOM Error

Detected. Collect information by Server information collection tool and contact your sales representative.

### Power Supply Error

Detected. Collect information by Server information collection tool and contact your sales representative.

### Recovery

Critical error and may no longer be resilient. Collect information by Server information collection tool and contact your sales representative.

### Alert

Critical error and may no longer be resilient. Collect information by Server information collection tool and contact your sales representative.

### Fatal

Fatal: HPE Persistent Memory Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: HPE Persistent Memory is low or less. Collect information by Server information collection tool and contact your sales representative.

### Fatal

Fatal: Intel Optane Memory Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: Intel Optane Memory is approaching the end of its useful life. Collect information by Server information collection tool and contact your sales representative.

### Critical

Critical: Memory Module has experienced an issue and is no longer resilient. Collect information by Server information collection tool and contact your sales representative.

### Critical

Critical: Processor %1 DIMM %2 - The Intel Optane Persistent Memory has exceeded the current limit. Power Supply output will be disabled. Collect information by Server information collection tool and contact your sales representative.

### Critical

Critical: Processor %1 DIMM %2 - The Intel Optane Persistent Memory is leveling. Collect information by Server information collection tool and contact your sales representative.

### Critical

Critical: Processor %1 DIMM %2 - The Intel Optane Persistent Memory is leveling. Collect information by Server information collection tool and contact your sales representative.

### Critical

Critical: Memory Module is approaching the end of its useful life. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: FlexibleLOM Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCI Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCI Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.

### Warning

Warning: PCIe Slot Error Detected. Collect information by Server information collection tool and contact your sales representative.
<table>
<thead>
<tr>
<th>Error Type</th>
<th>Event ID</th>
<th>Source Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>80000066</td>
<td>ESMCPUPERF</td>
<td>DIMM Initialization Error</td>
</tr>
<tr>
<td>Error</td>
<td>35501</td>
<td>ESMCPUPERF</td>
<td>Server Platform Services Command Error</td>
</tr>
<tr>
<td>Error</td>
<td>45621</td>
<td>ESMCPUPERF</td>
<td>CPU Load Error</td>
</tr>
<tr>
<td>Error</td>
<td>45626</td>
<td>ESMCPUPERF</td>
<td>CPU %1 load factor has recovered from its error state.</td>
</tr>
<tr>
<td>Error</td>
<td>45627</td>
<td>ESMCPUPERF</td>
<td>CPU total load factor has exceeded the threshold(Error).</td>
</tr>
<tr>
<td>Error</td>
<td>80000065</td>
<td>ESMCPUPERF</td>
<td>DIMM Initialization Error</td>
</tr>
<tr>
<td>Error</td>
<td>35498</td>
<td>ESMCPUPERF</td>
<td>Deal Meathod</td>
</tr>
<tr>
<td>Error</td>
<td>8030B235</td>
<td>ESMCPUPERF</td>
<td>Firmware Error</td>
</tr>
<tr>
<td>Error</td>
<td>8030B23A</td>
<td>ESMCPUPERF</td>
<td>Server Platform Services Command Error</td>
</tr>
<tr>
<td>Error</td>
<td>103</td>
<td>ESMCPUPERF</td>
<td>Server Platform Services Command Error</td>
</tr>
<tr>
<td>Error</td>
<td>107</td>
<td>ESMCPUPERF</td>
<td>Server Platform Services Command Error</td>
</tr>
<tr>
<td>Error</td>
<td>4000006B</td>
<td>ESMCPUPERF</td>
<td>DIMM Initialization Error</td>
</tr>
<tr>
<td>Error</td>
<td>40198A01</td>
<td>ESMCPUPERF</td>
<td>Firmware in Recovery Mode. SPS firmware is working under Recovery Mode. Collect information by Server information collection tool and contact your sales representative.</td>
</tr>
<tr>
<td>Error</td>
<td>C0248A24</td>
<td>ESMCPUPERF</td>
<td>PCIe Enhanced Downstream Port Containment (EDPC) Event detected. Collect information by Server information collection tool and contact your sales representative.</td>
</tr>
<tr>
<td>Error</td>
<td>C0318AAA</td>
<td>ESMCPUPERF</td>
<td>Firmware in Recovery Mode. SPS firmware is working under Recovery Mode. Collect information by Server information collection tool and contact your sales representative.</td>
</tr>
<tr>
<td>Information</td>
<td>35363</td>
<td>ESMCPUPERF</td>
<td>Physical Memory Usage Warning</td>
</tr>
<tr>
<td>Information</td>
<td>40397</td>
<td>ESMCPUPERF</td>
<td>Physical Memory usage has exceeded the upper threshold(Warning).</td>
</tr>
<tr>
<td>Information</td>
<td>40402</td>
<td>ESMCPUPERF</td>
<td>Physical Memory usage has recovered from its warning state.</td>
</tr>
</tbody>
</table>

**Note:** The information is in a format to mirror the output of "Microsoft MOM 2005 Patch - 1.1.2-0".
### Memory Usage

<table>
<thead>
<tr>
<th>Event</th>
<th>Error Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>C0000068</td>
<td>Error occurred in Memory Usage Recovery.</td>
</tr>
<tr>
<td>Warning</td>
<td>C0000069</td>
<td>Warning occurred in Memory Usage Recovery.</td>
</tr>
</tbody>
</table>

### File System Free Space

- **Normal**: Free space is sufficient.
- **Warning**: Free space is low, but not critical.
- **Fatal**: Free space is critically low.

### Page File Usage

- **Recovered**: Page file usage has returned to normal.
- **Warning**: Page file usage is high, but not critical.
- **Error**: Page file usage is critically high.

### Virtual Memory Usage

- **Warning**: Virtual memory usage is high, but not critical.
- **Error**: Virtual memory usage is critically high.

### Physical Memory Usage

- **Warning**: Physical memory usage is high, but not critical.
- **Error**: Physical memory usage is critically high.

### Trap Name

- **ESMFSService**: Trap for Service failures.
- **ESMMemoryUsage**: Trap for Memory usage failures.
- **ESMFSService**: Trap for Service failures.
- **ESMMemoryUsage**: Trap for Memory usage failures.

### SNMP Trap OID

- **1.3.6.1.4.1.119.2.2.4.4.18.3.1**: OID for Memory usage traps.
- **1.3.6.1.4.1.119.2.2.4.4.18.3.1**: OID for Memory usage traps.
- **1.3.6.1.4.1.119.2.2.4.4.18.3.1**: OID for Memory usage traps.
- **1.3.6.1.4.1.119.2.2.4.4.18.3.1**: OID for Memory usage traps.

### Error Type

- **NONE**: No error.
- **NONE**: No error.
- **NONE**: No error.
- **NONE**: No error.

### Message

- **Error**: The free capacity of this file system is less than "Fatal" level. File System: %1 (%2) Free Space / Capacity: %3 / %4 MB Threshold(Fatal): %5 MB.
- **Error**: The free capacity of this file system is less than "Warning" level. File System: %1 (%2) Free Space / Capacity: %3 / %4 MB Threshold(Warning): %5 MB.
- **Warning**: The free capacity of this file system is less than "Warning" level. File System: %1 (%2) Free Space / Capacity: %3 / %4 MB Threshold(Warning): %5 MB.
- **Warning**: The free capacity comes back "Normal": %3 / %4 MB Threshold(Warning): %5 MB.

### Warning:

- **File System**: File system configuration was not appropriate, please change it.

### Error: