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Preface

This guide explains how to operate Global Array Manager that manages and maintains Fibre Channel
Disk Array Unit (ST12000) and Mylex disk array controller in the Express5800 series on the operating
system. Use SANArray Manager Client (SAM Client) to manage and maintain Fibre Channel Disk Ar-
ray Unit (ST12000). Use Global Array Manager (GAM Client) to manage and maintain Mylex disk array
controller.

The readers of this manual are required to be familiar with the functions and operations of Windows
2000, Windows XP, Windows NT, or Windows 98/Me. Refer to the online help of each OS for the opera-
tions and unknown information on Windows 2000, Windows XP, Windows NT, or Windows 98/Me.

Just the contents of GAM Server and SAM Client are applicable for Linux servers.
The screen images in the explanation may be slightly different from the actual screens.

See the publications provided with Fibre Channel Disk Array Unit (ST12000) and Mylex disk array con-
troller for the information specific to them.

Text Conventions

The following conventions are used throughout this guide.

Note Items that are mandatory or require attention when using the utilities and the server.

Tips Helpful and convenient piece of information
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1. Overview

The Global Array Manager (called GAM hereafter) is a client/server application used to configure,
initialize, manage, monitor, and maintain the following disk array systems.

m Disk array system consisting of Fibre Channel Disk Array Unit (ST12000)

m Disk array system controlled by the Mylex disk array controller

1.1.Global Array Manager

GAM consists of GAM Server that operates on the Express5800 series server and SAM Client and
GAM Client that operate on the management computer.

GAM Server: Operates on the Express5800 series containing Fibre Channel Disk Array Unit
(ST12000) or Mylex disk array controller, and enables their management from SAM
Client and GAM Client.

SAM Client: Manages Fibre Channel Disk Array Unit (ST12000), connected to the Express5800
series on which GAM Server is operating, locally or from the management computer
(Windows 2000, Windows XP, Windows 98/Me, or Windows NT) via the network by
the GUI.

GAM Client: Manages Mylex disk array controller, connected to the Express5800 series on which
GAM Server is operating, locally or from the management computer (Windows 2000,
Windows XP, Windows 98/Me, or Windows NT) via the network by the GUI.

SAM Client GAM Client
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1.2. Major Functions

The GAM has the following three functions.
m Configuration functions

The GAM can set up (configure) or reconfigure a disk array easily using the RAID Assist.
m Monitoring functions

GAM Server collects information about the disk array status and resource use status and re-
ports the contents to SAM Client and GAM Client.

SAM Client and GAM Client monitor the information and display the contents graphically.
Events and errors are recorded in the specified log file.
m Maintenance functions

SAM Client and GAM Client manage and maintain a disk array system through the GUI. They
enable you to remove a hard disk from an active disk array (disconnecting the hard disk or plac-
ing it in offline state), rebuild a hard disk, select a hot spare disk, and initialize a disk array.

The details of the above functions are described below
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2. GAM Functions

This section explains GAM functions.

Tips m The following pop-up message will be displayed when SAM Client performs operation
for a controller which is unusable due to a failure.
<SAM Client 4.20>
"Error returned by server. Error code: 0x85"
<SAM Client 5.00>
"Error returned by server. Error code: 0xd001"
In this case, select another controller from the pull-down list box for controller selection
at the upper part of the SAM Client window, and perform operation.

m The GAM updates the icon display in the Controller View window and reports the status
when operation for configuration or maintenance is done. However, the icon display
may not be updated exceptionally. If the controller status is being updated at start of
SAM Client, the controller display may not be updated exceptionally either. In these
cases, run Scan Device, or terminate SAM Client and restartit. The icon and control-
ler will be displayed normally.

m If only a single logical drive is used with the NEC Express5800/ft series, the RAID con-
troller display is different from when more than one logical drive is used.

— When starting the system with a single logical drive being installed:

Since the RAID controller connected to the standby system is not recognized, only
the RAID controller connected to the current system is displayed.

— When only one logical drive exists after others have been removed during operation:
The RAID controller connected to the standby system is still displayed. However,
the popup message "Error returned by server. Error code: 0xd001" is displayed if
operation is performed through SAM Client.

m If the NEC Express5800/ft series cannot recognize the RAID controller connected to
the current system when the system starts, the RAID controller is not displayed even if
you start SAM Client. However, the RAID controller connected to the standby system
is displayed when you sign on.

m SAM Client displays usually a single RAID controller on NEC Express5800/ft series
(Linux). However, it does two controllers after a system failover occurs, and which-
ever controller is operated, the actual operation has an effect upon the controller con-
nected with the primary system
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Note = Since SAM Client displays usually either of RAID controllers on NEC Express5800/ft
series (Linux), the information of another connected with the standby system cannot be
referred. However, the events which occurred in the standby controller are displayed
on Log Information Viewer window.

m On NEC Express5800/ft series (Linux), if the RAID controller connected with the pri-
mary system is pulled out and inserted repeatedly, the following messages sometimes
appears on SAM Client, and Fibre Channel Disk Array Unit (ST12000) turns unable to
be operated.

“Error while connecting the server.”
“Please check the server connection and restart the command.”

In the case, do as follows and restart GAM Server.

1) Stop GAM Server.

# /etc/rc.d/init.d/gam stop
2) Restart GAM Server.

# /etc/rc.d/init.d/gam start

m On NEC Express5800/ft series (Linux), even if after Fibre Channel Disk Array Unit
(ST12000), in which either of RAID controllers is disabled, and the system are re-
booted, and then the controller disabled is restored and re-scanned by SAM Client, the
system cannot detect the controller restored. Input the following command and make
the system to detect the controller.

# /opt/nec/gamutil/addfcdev

“addfcdev’ command is incorporated by the installation of GAM Utilities.
See “Global Array Manager Ver.5.00 Installation Manual (Linux Server Edition)” to
know how to install GAM Utilities.
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2.1. Configuration Functions

To configure the server from GAM Client or SAM Client, it is necessary to sign on
to GAM Server (see "Sign On to GAM Server" described later) after defining the
target GAM Server (see "Definition of GAM Server" described below).

2.1.1. Definition of GAM Server

Define GAM Server managed from GAM Client or SAM Client on the [Define Server Groups] dialog
box as follows:

1) Open the [Define Server Groups] dialog box.

Select [Define Server Groups] on the Administration menu to open the [Define Server
Groups] dialog box.

Tips The [Define Server Groups] dialog box automatically appears at the activation of
SAM Client and GAM Client if GAM Server is not defined.

2) Define the [Server Groups] and [Servers].

Define the [Server Groups] and [Servers] in the [Define Server Groups] dialog box as follows:

- Server Groups:
Group name of GAM Server

- Servers:

Host name or IP address of GAM Server to be registered as a member of the [Server
Groups].

Note ® Be sure to define one or more [Server Groups].
m Be sure to define [Servers] when defining [Server Groups].

— 10 —
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2.1.2. Sign On to GAM Server

To sign on to the defined GAM Server, do the following:
1) Select GAM Server.
Select the proper [Server Groups] in the server selection box of the main window.

Tips When GAM Server, SAM Client, and GAM Client are disconnected, the following
message may be displayed while Controller Views of SAM Client and GAM Client re-
mains displayed. Confirm that the server is active, and sign on to GAM Server again.

"Error while connecting server x.x.x.x Check the server connection and restart
the command"

2) Double-click on the GAM Server icon displayed in the [Global Status View] window.
The [Sign On] dialog box appears.

3) Sign on to GAM Server.
Enter the user name and password to sign on to GAM Server.

Note ® To sign on to GAM Server as a GAM administrator, enter "gamroot" with lower-
case letters.
m Do not sign onto the same GAM Server as a gamroot user through multiple SAM
Clients or GAM Clients concurrently.

Tips It may take about 1 minute to sign on to GAM Server from SAM Client. If the sign-on
ends up with the following error message, confirm the user name and password.
"Invalid user name or password, Try again..."

This message also appears if the GAM administrator account "gamroot" is not
registered in GAM Server. If the "gamroot" is not registered, register the
gamroot user according to the "Registration of GAM administrator account
gamroot" in the environment setting of GAM Server described in GAM
Installation Manual.

— J1 —
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2.1.3. Disk Array System Configuration (RAID Assist)
Disk arrays can be configured easily using [RAID Assist].
Select [Raid Assist] on the [Administration] menu to run [RAID Assist].
Note ™ A single disk array controller can support up to 32 disk arrays. Number of hard disks config-

uring a single disk array depends on the controller to be used.

m Several notes are required to add, delete, or modify the logical drive by using the RAID As-
sist. See the "Supplement on Addition, Deletion, or Modification of Logical Drive" for details.

m NEC Express5800/ft series (Linux) requires the following procedure to configure Fibre
Channel Disk Array Unit (ST12000).

1) Input the following commands before configuration.
# /opt/nec/gamutil/gamctl lunconf 60

2) Input the following commands before configuration.
# /opt/nec/gamutil/gamctl lunconf 0

“‘gamctl” command is incorporated by the installation of GAM Utilities.

The RAID Assist configures the disk array system in the following ways:

m Automatic Configuration

The automatic configuration uses all available hard disks to set the optimum RAID.
m Assist Configuration

The assist configuration uses all available hard disks to set RAID interactively.

m Manual Configuration

The manual configuration sets detailed RAID. The stand-by disks (hot spare disks) can be cre-
ated.

These configurations provide the following options.
m New Configuration
A new configuration can be set up.

Note = The configuration information of disk array controllers is cleared. The data in disk arrays is
not held.

m If a new JBOD is created using the Assist Configuration, the JBOD of the maximum size
will be created with the size specification ignored.

m To create a new JBOD with the specified size, use the manual configuration.

m Add Logical Drive
You can add a new disk array or logical drive while holding data.

Note Executing [Add Logical Drive] in Automatic Configuration may exclude Hot Spare. In

this case, execute [Make Hot Spare] to add Hot Spare again when the execution of
[Add Logical Drive] is completed.

— ]2 —
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m Expand Array (synonym of expand capacity)
The Expand Array expands the capacity of a disk array while the data is held.

Expand Array is not supported for Fibre Channel Disk Array Unit (ST12000).

Do not use Expand Array for a pack containing a dynamic disk of Windows 2000/XP.
Before executing the Expand Array, back up all the data in the target logical drive.

Provide the consistency check for the logical drive subject to the expand array to confirm
that no error occurs. If the consistency check detects an error, initialize the logical drive, re-
store the backup data, and provide the consistency check again.

m When executing Expand Array under Windows 2000/XP, add a logical drive with Expand
Array at the same time.

Note ®
| ]
| ]
| ]

Tips During the processing of the expand array, the system performance may be decreased.

m Edit Configuration

The edit configuration option can be selected only for setting in the manual configura-
tion. The current configuration information is displayed to allow several parameters to
be changed.

Note m If this option is used, the data in disk arrays is not held.

m If a hard disk is added to an existing disk array in order to add a disk array using
the Edit Configuration in the manual configuration, all the logical drives are bro-
ken to lose data.

If a hard disk is added to an existing disk array by mistake, select Cancel to ter-
minate the Edit Configuration once.

< Addition of physical disk to existing array > < Addition of physical disk to new array>
— Existing array is broken — Existing array is not broken

1Weloome 2. Disk Arrays |3, Logiosl Driv
Disk Arrays (WE Logioal Drives (M5),

o T T oo
] e e I I I I~ \

L Y

Logical Drives (ME):

I 0 == R

Add Aray | [ETke Hot Spare Clear All Apply Cancel =] Clear Al Apply Garoel
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2.1.4. Scan Device

The scan device can detect hard disks newly added and hard disks which are not acknowledged by
the GAM. The scan device can be executed by selecting [Scan Devices] in the [Administration] menu.

Note When adding a hard disk to a disk array system, let 90 seconds or more pass, select [Scan
Devices] each time, and update the disk display in the [Controller View] window.

Tips If a hard disk is displayed in a slot in which no hard disk is installed, perform the scan device
again to return to the normal display.

2.1.5. Initialize

This option initializes a logical drive. The initialization can be executed by selecting the [Initialize Logi-
cal Drives] in the [Administration] menu.

Tips = Initialization is different from the formatting of a general hard disk.

m A newly created logical drive must be initialized. The background initialization function
may automatically perform initialization depending on the disk array system.

m Initialize can be canceled through the status dialog box, which is displayed by selecting [Ini-
tialize Status] from the [Views] menu. However, do not cancel Initialize for a logical drive
created in Fibre Channel Disk Array Unit (ST12000).

m Initialize is continued even if a system failover occurs during execution of Initialize in the
NEC Express5800/ft series.

2.1.6. Configuration Information

The configuration information saved in the disk array system can be backed up or restored to floppy
disks.

When a disk array is configured, back up the configuration information to shorten the time to restore a
failure of the disk array system.

= Backup
Select [Save Configuration] from [File] menu.
* Restore
Select [Open Configuration] in the [File] menu.

Tips = To clear all existing configurations, select [Clear Configuration] from the [File] menu.

m The configuration information backed up by using any other utilities than GAM is not com-
patible with the configuration information backed up by the GAM.

The configuration information backed up by the GAM should be used only by the GAM.

m There are cases when restore configuration is executed , the error message of "Error re-
turned by firmware. Error code: 0x130” appears with Express5800/100 series(GAM4 .00) ;
however , configuration is restored correctly.

m After restore configuration is executed , logical drives must be initialized.

Note ® [Clear Configuration] and [Open Configuration] clear or overwrite existing configurations.
Therefore, if data is stored on a logical drive, access to the data cannot be made. Be very
careful that the system becomes inoperable if a system file exists.

m If having executed [Clear Configuration] at SAM Client, restart the Fibre Channel Disk Array
Unit (ST12000) to reboot all the systems connected with this server.

— J4 —
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2.1.7. User Preference

The user preference enables the following.
m Setting of the logging of events monitored by the monitoring function

The user preference can be executed on the [Settings] dialog box appearing when [Settings] is se-
lected from the [Administration] menu.

Note ™ Do notuse Event Editor.
m To start SAM Client, select [Start] — [Programs] — [Mylex SANArray Manager Client x.xx-xx].

The following table shows the correspondence between the tabs displayed in the [Settings] dialog
boxes of SAM Client 4.20 (GAM Server 4.00) and SAM Client 5.00 (GAM Server 5.00).

< Tabs of the [Settings] dialog box displayed through the [Administration] menu>

SAM Client 4.20 (GAM Server 4.00) SAM Client 5.00 (GAM Server 5.00)
Alert Preferences tab Event Logging tab
Alarm Setup tab Launch Application tab
Communication tab — (deleted)
Event Editor tab (Do not use this tab) — (deleted)

2.1.8. Controller Options

To set or change the controller option of Fibre Channel Disk Array Unit (ST12000) or Mylex disk array
controller, select [Controller Options] from the [Administration] menu. The [Controller Options] dialog
box appears for the setting or change.

Note Do not change the setting of the [Advanced] tab of the controller option of Mylex disk array
controller. For the controller option of Fibre Channel Disk Array Unit (ST12000), follow "Con-
firmation of RAID Controller Setting" in the "Setup Guide" provided with Fibre Channel Disk
Array Unit (ST12000)".

2.1.9. Supplement on Addition, Deletion or Modification of
Logical Drive
After creating a logical drive, allocate partitions.

Tips ® When having deleted or changed (addition after deletion) a logical drive, turn off the power
and turn it on, and then start the disk administrator to allocate a new partition.
m With Windows 2000/XP, execute [Disk Management] in [Computer Management] in order to
allocate a partition.

Note When having created a logical drive at SAM Client, restart the Fibre Channel Disk Array
Unit (ST12000) to reboot all the systems connected with this server.

— 15 —
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2.2. Monitoring Functions

The information acquired by GAM Server can be monitored by SAM Client or GAM Client.
SAM Client or GAM Client displays the information graphically.
Events and errors are recorded in the specified log file.

2.2.1. Event Information Monitoring

The event information is displayed in the [Log Information Viewer] window. The [Log Information
Viewer] window is displayed when SAM Client or GAM Client is started or an event is detected in disk
array system.

Tips ™ The logs of Fibre Channel Disk Array Unit (ST12000) may be recorded in Log Viewer of GAM
Client, but ignore them.

m With SAM Client 4.20, the message "C-808 Unknown" may be displayed in [Log Information
Viewer] window at start of SAM Client, but ignore it.

m One of the following warning messages may be displayed in the [Log Information Viewer]
window at start of SAM Client. Regard any of the messages as information if it is displayed
at start of the first SAM Client after GAM server starts.

<SAM Client 4.20>

W-412 Controller entered Normal Cache Mode.
W-413 Controller Device Start Complete.
W-419 Updated Partner's status.
W-422 Dual Controller Enabled.
W-423 Killed Partner.
W-424 Dual Controllers entered Nexus.
<SAM Client 5.00>
E-423 Disabled Partner.

2.2.2. Error Information Monitoring

The Request Sense Data of Mylex disk array controller and the logs recorded in NVRAM can be moni-
tored. This error information is displayed on each tab of the [Error Table] dialog box. To display the
[Error Table] dialog box, select [Error Table] from the [Views] menu.

Tips ™ This function is available with only GAM Client. SAM Client does not support the function.
m If the display of Request Sense Data has not stopped in the Log Information Viewer window,
clicking on Refresh of Request Sense Data in the [Error Table] dialog box may fail to refresh
the data. When the display has stopped, click on [Refresh] again.

— 16 —
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2.2.3. Controller Information Monitoring

Controller information can be confirmed by either of the following two methods:
m [Controller View] window

To display the [Controller View] window, double-click on the server icon in the [Global Status
View] window, and sign on. The hard disk icon enables the confirmation of the target ID, the
capacity, and the status. The logical drive icon enables the confirmation of the drive number,
the capacity, the RAID level, and the status.

m [Controller Information] dialog box

Select [Controller Information] from the [Administration] menu. The model name of the con-
troller, the firmware version, and the cache size are displayed.

Note ™ Do notoperate the [Kill Partner] button in the [Dual Controller Status] section unless other-
wise specified. Kill Partner disconnects the partner's Controller. Incorrect operation of Kill
Partner affects the system seriously.

m To install the partner's controller disconnected, operate the [Relinquish Partner] button in
the [Dual Controller Status] section. If processing for Rebuild, Consistency Check, or Ini-
tialize is in progress, execute Relinquish Partner when the processing has terminated. (If
Relinquish Partner is executed before completion of the processing, the partner's Controller
cannot be installed completely.)

2.2.4. Hard Disk Information Monitoring
Hard disk information is displayed in the [Device Information] dialog box.

To display the [Device Information] dialog box, double-click on the disk icon in the [Controller View] win-
dow. The contents displayed include the vendor (manufacturer) name, the product name, the capacity,
and the status.

2.2.5. Logical Drive Information Monitoring
Logical drive information is displayed in the [Logical Drive Information] dialog box.

To display the [Logical Drive Information] dialog box, double-click on the [Logical Drive] icon in the
[Controller View] window. The contents displayed include the drive number, the status, the logical
drive capacity, and the hard disk capacity.

2.2.6. Enclosure Monitoring

Enclosure information is displayed in the [Enclosure Information] dialog box. To display the [Enclosure
Information] dialog box, select [Enclosure Information] from the [Administration] menu, or click on [En-
closure] in the [Controller View] window. The [Enclosure Information] dialog box displays the infor-
mation and status of SES and SAF-TE Enclosure. The [Enclosure] button in the [Controller View] win-
dow indicates the Enclosure status by color as follows:

OK: Green, Critical: Yellow, Failed: Red

- 17 —
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2.2.7. Performance Monitoring

Performance information is displayed in the [Statistics View] window of GAM Client. To display the
[Statistics View] window, select [Statistics View] from the [Views] menu. The performance monitoring
function enables the graphical display (line graphs, bar graphs, or pie charts) of the statistical informa-
tion of a logical drive and hard disk managed by Mylex disk array controller.

Tips This function cannot be used with SAM Client that controls Fibre Channel Disk Array Unit
(ST12000).
SAM Client 5.00 (GAM Server 5.00) does not support this function.

Note Do not use [Performance Analysis] of [Advanced Functions] in the [Administration] menu. In-
stead, use the performance monitoring function of Windows 2000/XP/NT.

2.2.8. Process Status Monitoring
The following four processes are available for monitoring the status:
m |nitialize
Select [Initialize Status] from the [Views] menu.
m Rebuild
Select [Rebuild Status] from the [Views] menu.
m Consistency Check
Select [Consistency Check Status] from the [Views] menu.
m Expand Capacity
Select [Expand Capacity Status] from the [Views] menu.
The process status is displayed in the corresponding dialog box.

The dialog box displays the gauge graph indicating the process progress status.

Tips = Initialize, Rebuild, and Consistency Check can cancel the process from the dialog box.
m SAM Client 5.00 displays the process status at selection of [Log Op Status] from the [Views]
menu. (The process status of Expand Capacity does not exist.)
m If failover/failback takes place during initialization, rebuilding, or consistency check, the pro-
gress bar is displayed with 0 or 100% and processing seems to have discontinued or termi-
nated. However, the processing continues in the Fibre Channel Disk Array (ST12000).

— 18 —
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2.3. Maintenance Functions
GAM Server performs maintenance specified by SAM Client and GAM Client.

2.3.1.Consistency Check

The consistency check examines whether the redundancy data (parity) of the logical drive is correct. If
the result is incorrect, the data consistency can be recovered. The consistency check can be executed
from the [Logical Drive Information] dialog box displayed by double clicking the [Logical Drive] icon in
the [Controller View] window.

Tips ™ The consistency check may decrease the system performance.

m The consistency check can be cancelled on the status dialog box displayed when [Consis-
tency Check Status] is selected from the [View] menu.

m If the consistency of a logical drive having as a small capacity as 10MB, the processing may
be terminated without the display of the [Completed] dialog box. (Messages "started" and "fin-
ished" are not sent to the Log Viewer.)

m When Consistency Check terminates, GAM Client is informed of the termination through the
dialog box, but SAM Client is not.

m Consistency Check is continued even if a system failover occurs during execution of Consis-
tency Check in the NEC Express5800/ft series.

2.3.2. Initialize

Selecting [Initialize Logical Drives] in the [Administration] menu enables logical drives to be initialized
which did not initialized at system configuration.

Tips ® Initialization is different from the formatting of a general hard disk.

m A newly created logical drive must be initialized. The background initialization function may
automatically perform initialization depending on the disk array system.

m Initialize can be canceled through the status dialog box, which is displayed by selecting [Long
Op Status] from the [Views] menu. However, do not cancel Initialize for a logical drive cre-
ated in Fibre Channel Disk Array Unit (ST12000).

m Initialize is continued even if a system failover occurs during execution of Initialize in the NEC
Express5800/ft series.

— 19 —
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2.3.3.Rebuild

If one of the hard disks constructing a logical drive is defected, the rebuild can be executed to recover
the data stored in the defected hard disk.

Tips ™ The rebuild operation may decrease the system performance.

m The rebuild can be cancelled on the status dialog box displayed when [Rebuild Status] is se-
lected from the [Views] menu.

m Rebuild is continued even if a message "Rebuild is cancelled" is displayed on Log Information
Viewer while executing rebuild by Fibre Channel Disk Array (ST12000).
To know the completion of rebuild, check if the icon of hard disk or logical drive under rebuild-
ing shows the normal state (green).

m When Rebuild terminates, GAM Client is informed of the termination through the dialog box,
but SAM Client is not.

m Rebuild is continued even if a system failover occurs during execution of Rebuild in the NEC
Express5800/ft series.

= Manual rebuild

The rebuild operation can be executed manually on the [Device Information] dialog box dis-
played by double clicking the disk icon in the [Controller View] window.

Tips m If the [Rebuild] button for manually rebuilding Fibre Channel Disk Array (ST12000) is
grayed out (disabled), you can rebuild it in manual mode by selecting the other control-
ler. If the other controller is unavailable, get Kill Partner to disconnect the other control-
ler, and perform rebuilding in manual mode. When completing the rebuilding, get Re-
linquish Partner to install the controller that you disconnected through Kill Partner.

m Since usually either of RAID controllers is controllable on NEC Express5800/ft series
(Linux) and another is not, if the [Rebuild] button for manually rebuilding Fibre Channel
Disk Array (ST12000) is grayed out (disabled), get Kill Partner to disconnect the other
controller, and perform rebuilding in manual mode. When completing the rebuilding,
get Relinquish Partner to install the controller that you disconnected through Kill Partner.

= Auto rebuild

The disk array system automatically runs two types of rebuild.

- Stand-by rebuild

If a hard disk is defected, the data stored in the disk will be rebuilt in the specified stand-by
disk (hot spare).

- Hot swap rebuild
The data is rebuilt in the hard disk substituted for the defected hard disk.

Tips  The progress status may not be displayed during execution of Auto Rebuild. In this case,
to display the progress status, terminate SAM Client and then start it again. The pro-
gress status display is explained in "Process Status Monitoring".

2.3.4. Setup of Stand-by Disk (Hot Spare)

Stand-by disks are provided to rebuild the data stored in defected hard disks in execution of stand-by
rebuild. The stand-by disks can be set in either of the following two ways:

m During configuration
Use the [Disk Arrays] tab in the [Manual Configuration].

m During operation
Use [Disk Device Information] dialog box displayed by double clicking the icon of a new or un-
configured, unused hard disk in the [Controller View] window.
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2.3.5. Make Online or Make Offline of Hard Disk

A hard disk can be connected or disconnected by using the [Disk Device Information] dialog box dis-
played by double clicking a disk icon in the [Controller View] window.

Note  If more than one hard disk is disconnected from a logical drive by mistake, the logical drive en-
ters the Dead state, and data access is disabled.

2.3.6. Maintenance of Disk Array System

The sub-menus of [Advanced Functions] in the [Administration] menu, is provided to maintain the disk
array system.

Note  This function is for system maintenance. Do not use the function. Incorrect operation of the
function affects the system seriously.
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3. Operation of SAM Client

This section explains the following procedures performed for Fibre Channel Disk Array Unit (ST12000)
by using SAM Client: creating a logical drive, performing rebuild processing, making a consistency
check, and creating/removing a stand-by disk.

3.1. Procedures for Creating a Logical Drive

RAID Assist provides three configuration methods "Automatic Configuration”, "Assist Configuration”,
and "Manual Configuration". This section explains the procedures for creating a logical drive by each
configuration method.

3.1.1. Automatic Configuration

1.

Select RAID Assist from the Admini-
stration menu. Welcome to RAID Assist!

ntroller-1)

RAID Assist allows vou to set up new configurations, add
logical drives to existing configurations, and expand the
capacity of existing armmays. To get started with RAID
Assist, choose a configuration method below:

Click on [Automatic Configuration] in
the window below.

Greates an optimal confieuration using all available
drives with minimal user input

Creates or modifies a configuration usine a Assisted Gonf 4
step-by-step. question and answer format FEIEted Lontiguration.
Greates or modifies a configuration using anly

infarmation prowided by the user Manual Configuration...

Gancel
2.
Click on [New Configuration]. Automatic Configuration
Tips [f configuration is already com- Dt Overvrite hethod
pleted, the "Add Logical Drive"
button becomes active. Create a nevy configurstion. If there is an existing configurstion, it
Clle on [Add LOgical Drive]_ wiill be overwritten and all data will be lost.

Note = If configuration is already com-
pleted, clicking on [New Con-

. . T — Data Retain Methoo
figuration] clears the existing

. H Litilize the remaining available =pace in an existing array, or creste . - |
Conf!gurat!on and makes anew & nevy array using unconfigured disk drives. Existing data will not Add Logical Drive
configuration. As a result, the e affected hy this process.
9ata may b_e IOSt_' 'I’f Sele(_:tlng Expand the capacity of an existing array. Existing data will not be Expand Atray

New Configuration" by mis- affected by this process. —I

take, click on [Cancel].

m Executing [Add Logical Drive]
may exclude Hot Spare. In this Cemzel |
case, execute [Make Hot
Spare] to add Hot Spare again when the execution of [Add Logical Drive] is completed.
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3.

Automatic Configuratio Configuration (13 a0, Gontroller-1)

Confirm the information about the disk
array configuration shown in the win-
dow below.

1ieicome 2 Finish I

RAID Assist has completed the configuration !

“fou can wiew details of the configuration by clicking the " Details.” buttan. i vou are
satistied with the configuration as defined below, click the * Apph” button ta
implement the configuration

Click on [Apply] after confirming the v—

i H T It you wish to redefine the configuration, 2o to the "Welcome' page and select 'Manual
information. Fid Lo Canfieuraton F

Lagical Drives
S Gonfiguration Summary:
i Fhysical drives .8 Logical drives 1
Physical capacity 120050 MB Logical capacity 102900 MB
Hot spares | RAID level RAID &
Stripe size : BEKB Gache line size 8 KB
Enable write cache : No Ihitialize es
Details. < Back I Rl T Cancel

4.

Enter "yes" in the window below, and WARMING
click on [OK].
® Changing configuration iz data destructivel

If you wwant to proceed, confirm by typing the word YES: YEes

Cancel |

5.

Subsequently, select Manual Configuration and then Edit Configuration, and execute SAN Map-
ping.
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3.1.2. Assist Configuration

1.

Select RAID Assist from the Admini-
stration menu.

Click on [Assisted Configuration] in the
window below.

2,
Click on [New Configuration].

If configuration is already com-
pleted, the "Add Logical Drive"
button becomes active.

Click on [Add Logical Drive].

If configuration is already com-
pleted, clicking on [New Configu-
ration] clears the existing configu-
ration and makes a new configu-
ration. As a result, the data may
be lost. If selecting "New Configu-
ration" by mistake, click on [Can-
cell.

Tips

Note

3.

Select presence/absence of Fault Tol-
erance and Hot Spare in the window
below, and click on [Next].

1.z lcoms I

ntroller-1)

Welcome to RAID Assist!

RAID Assist allows you to set up new configurations, add
logical dnives to existing configurations, and expand the
capacity of existing armmavs. To get started with RAID

Creates an optimal contiguration using all available
drives with minimal user input

Creates or modifies a configuration using a
step-by-step, question and answer format

Creates or modifies a configuration using only
information provided by the user

Assist, choose a configuration method below:

Automatic Configuration

" hesisted Confisuration.
Manual Configuration
Cancel

onfiguration

— Data Owerwerite Methocd

Create a nevy configuration. If there is an existing configuration, it
wiill be overwritten and all data will be lost.

— Data Retain Methoc

Lttilize the remaining available space in an existing array, of creste
& nevy array using unconfigured disk drives. Existing data will not
be affected by this process.

Expand the capacity of an existing array. Existing data will not be
affected by this process.

Add Logical Drive |
Exprand Atray, |

Cancel |

Controller-1}

Azsisted Configuration

1Wslcoms 2 Fault Tolerance |3 RAID Level | 4. Logical Drives | 5Optimization | 6.Finish

ather disk drives in the array.
Fault Talerance

7
Faid Level Do you want Fault Tolerance?

Fault talerance will use part of your storage capacity to store redundant data, I
a drive faile, lost data can be reconstructed using the redundant data stored on

= Yes

Mo

Lagical Orives

Optimizstion

Finich in a fault tolerant array.

Do you want a Hot Spare?

Selecting a hot spare will reserve a drive to automatically replace a failed drive

' Yes

" Mo

<Back |

Cancel

24 —
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4,

Select the RAID level in the window
below, and click on [Next].

Tips The level of RAID that can be
created varies depending on
the number of connected hard
disks.

5.

Determine the number of logical drives
to be created and the capacity and se-
lect "Yes" to execute Initialize in the
window below, and click on [Next].

6.

Select Write cache in the window be-
low, and click on [Next].

If Write cache is enabled, write
performance usually increases.
However, this setting is sub-
jected to the risk of losing
cache buffer data when a
power failure occurs. Select
[Enabled] only when the battery
backup module (BBM) is in-
stalled or the system is
equipped with uninterruptible
power supply (UPS). Refer to
the manual supplied with Fibre
Channel Disk Array Unit
(ST12000) to see if your system
has BBM or not.

Note

nfiguration

Fault Tolersnce
Fisid Level

Logical Drives [
Optimization

Finish

Parity errar carrection (RAID B, RAID 3) optimizes capacity and performance
and requires at least three devices,

Fully redundant drives (RAID 1, RAID 0+1) offer high performance but reduces
available capacity by one-half. RAID 1 is used if there are two available
devices: RAID 0+1 if there are three or more.

= Parity error correction (RAID 5. RAID 3}

" Fully redundant drives (RAID 1. RAID 0+1)

Gancel

<Back |

d Configuration/New Configuration

Thirelcome | 2. Fault Tolerance

Fault Toleranse
Raid Level

Logical Drive: (8
ptimization

Finish

1, Controller-1)

3. RAID Level 4 Logical Drives |50ptimization | 8.Finish

Azgisted configuration will create logical drives from the capacity and number
of Iogical drives you specify

How many logical drives do you want to create?

|1 =
% I12EIUEEI MB

How much capacity do you want to use?

Selecting initialize will initialize all logical drives.

Do you want to initialize logical drives? i Yes

T

< Back I Cancel

Controller-1}

1.Mielcoms | 2. Fault Tolerance | 3. RAID Level | 4. Logical Drives  5.Optimization |EFwsh|

Fault Tolerance

Raid Level

Logical Drives [

Optimization

Finish

If your host system has an Uninterruptable Power Supply (UPS), or your
controller has a Battery Backup Unit (BBL, write cache may be enabled for
added performance.

" Write cache enabled (write back}

¥ Write cache disabled (write throueh}

You can sst stripe size and cache line size best suited for your system. They
will be applicabls for sach system drive

8 KB >
8 KB [

Stripe size:

Gache line size:

Cancel

<Back |
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7.

Confirm the information about the disk #ssisted Configuration/New Configura Sontroller-1)
array Configuration shown in the win- 1#slcome | 2 Fault Tolerancs | 3 RAID Level | 4. Logical Drives | 5ptimization 6Finish |
dow below. RAID Assist has completed the configuration !

‘ou can view details of the configuration by clicking the * Details.” button. | vou are
satisfied with the confieuration as defined below. click the * Apply™ button ta
implement the configuration.

Click on [Apply] after confirming the —

|nf0 rmatl O n . e — gnyr?f?gm:nntﬁ redefing the configuration, o to the “Welcome' page and select ‘Manual

Logical Drives 88

pr— Gonfiguration Summary:
Finish Physical drives : 8 Loeical drives 1
Phyzical capacity © 120080 MB Logical capacity 102900 MB
Hot spares = RAID level RAID 5
Stripe size : BKB Gache line size 8 KB
Enable write cache : HNo Ihitialize No
Details. < Back I Cancel

8.

Enter "yes" in the window below, and
click on [OK].

® Changing configuration is data destructivel

If you wwant to proceed, confirm by typing the word YES: YEes

Cancel |

9.

Subsequently, select Manual Configuration and then Edit Configuration, and execute SAN Map-
ping.
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3.1.3. Manual Configuration

1.

Select RAID Assist from the Admini-
stration menu.

Click on [Manual Configuration] in the
window below.

2.
Click on [New Configuration].

Tips m If configuration is already com-
pleted, the "Edit Configuration"
button is displayed.

Edit Configuration enables addi-
tion of a new disk array, creation
and removal of a stand-by disk
(hot spare disk), and execution
of SAN Mapping.

m [f configuration is already com-
pleted, the "Add Logical Drive"
button becomes active. Click on
[Add Logical Drive].

Note [f configuration is already com-
pleted, clicking on [New Configura-
tion] clears the existing configura-
tion and makes a new configura-
tion. As a result, the data may be
lost. If selecting "New Configura-
tion" by mistake, click on [Cancel].

3.

Allocate a hard disk to the disk array
by dragging it from Unused Disk Drives
onto Disk Arrays.

Then, click on the "Logical Drives" tab.

Tips ™ Toadd anew disk array, click
on [Add Array].

m To create a stand-by disk (hot
spare disk), select a hard disk
from Unused Disk Drives, and
click on [Make Spare].

ntroller-1)

e lcome I

Welcome to RAID Assist!

RAID Assist allows you to set up new configurations, add
logical dnives to existing configurations, and expand the

capacity of existing armmavs. To get started with RAID
Assist, choose a configuration method below:

Creates an optimal contiguration using all available

drives with minimal user input futamatic Ganfiguration
Creates or modifies a configuration using a fssisted Ganf t
step-by-step, question and answer format BEEE i

Creates or modifies a configuration using only
information provided by the user

Cancel

Manual Go

— Data Owverserite Methodd

Change existing configuration. Data on modified logical drives will Ediit Configuration |
he lost.

Create a nevy configuration. If there is an existing configuration, it
wiill be overyritten and all data will be lost.

— Data Retain Methoc

Lttilize the remaining available space in an existing array, of creste Add Logical Drive |
& nevy array using unconfigured disk drives. Existing data will not

be affected by this process.

Expand the capacity of an existing array. Existing data will not be Expand Array |
affected by this process.

Cancel |

1ielcome 2 Disk Arrays |3, Logical Drives | 4. SAN Mappine |
Disk Arrays (ME} Logical Drives (MB)

o 17150[ 17150 17150
51450 Jle= p1le= 03l 05

Unused Disk Drives (MB
‘ mﬁal maﬁl 17166' 17166' 11166|
orf “1of 19 rif 14

Add Aray | | MskeSpare | | Clear Al Ganeal |
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4.

ontfiguration $127.00.1, Controller-0)

In the window below, determine the

1 lcome | 2 Disk Arrays 3. Logical Drives |4, SAN Mapping |

RAID level, the logical drive capacity, e B B B S R B B
and Write Cache, put a check mark for 0 e s = e | | pr C O FE oo
Init Drive?, and click on [Add Drive] to T a =TT TR FREECE
add a necessary number of logical a =1 tew ReDS T S w B A
drives_ 0 N/A ] NAA N/ 48426 NAA I T NA

Then, click on the "SAN Mapping" tab.

Tips ® SAM Client 5.00 requires the
logical drive icon of N/A to be
selected first. ] ) fdd Drive | Delete Drive. | Clear All_| Cancel

m If you set a large-capacity logi-
cal drive and click [Add Drive] on SAM Client 5.00, an invalid value may be displayed for
[Logical] of [Capacity (MB)]. The displayed value is not as specified, but the logical drive is
created correctly in the specified capacity. After the logical drive has been created, the capac-
ity is displayed next to the logical drive icon that is displayed for [Logical Drives] in the [Con-
troller View] window. You can confirm by the displayed capacity that the capacity of the cre-
ated logical drive is correct.

Note If Write cache is enabled, write performance usually increases. However, this setting is sub-
jected to the risk of losing cache buffer data when a power failure occurs. Select [Enabled]
only when the battery backup module (BBM) is installed or the system is equipped with unin-
terruptible power supply (UPS). Refer to the manual supplied with Fibre Channel Disk Array
Unit (ST12000) to see if your system has BBM or not.

5.
In Host TO Logical Drive Mapping, de_ Manual Configuration/New Configuration 127.001, Gontroller-07
H H . izlcame | 2. Disk Arrays | 2 Logical Drives 4. SAN Mappin
termine the host to which a logical e SR sl e Pore | e
. . . . opology art Selection — Logical Drive to lapping
drive is allocated. C|ICkIng on "x" ('Wl ’V ©COPD ©ICOFT O GIFD ©GIFT I Encble Al Heste
h t n_n Lun Selecti I
C anges O . ~Host To Logical Drive Mapping U Eestion a
. Hosts/HBAS o] LUE_'EFE'JED”"EWZAMEI LgNI
Then, click on [Apply] U ‘i T Raids  1024MB 1
Tips X" in the table of Host To Logi-
cal Drive Mapping indicates
that the host is connected to
the |ogica| drive, and "-" indi- Mot Gonnested —  Gonnested Foud @
cates that the host is not con- Chanes st To | it e |
nected to the |Ogica| drive. Set Sequential | Clear &l Bestore | Carcel
6.
Enter "yes" in the window below, and WIARMNING
click on [OK].

® Changing configuration is data destructivel

If you wwant to proceed, confivm by typing the word YES: Yes

Cancel |

After that, Initialize starts if a check mark is put for Init Drive? in step 4, and the progress status
is displayed in the dialog box. When Initialize has terminated, create a partition on the operat-
ing system.

Tips If Initialize does not start, select Initialize Logical Drives from the Administration menu in
the main window in order to start Initialize.
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3.2. Procedure for Rebuilding Hard Disk Data

This section explains the procedure for rebuilding hard disk data.

1.

In the [Controller View] window, dou-
ble-click on the hard disk icon (the icon
of the hard disk drive in Dead state) of
the hard disk for which Rebuild is to be
executed.

2.
Click on [Rebuild] in the window below.

Rebuild is started and the progress
status is displayed.

Tips To forcibly terminate Rebuild
while the progress status is
displayed, click on [Cancel].

£ SANArray Manager Client

Filo Wiew Administration Window Help

BR|E |l 2

[TUNE

| [crwm pacrrx

|

Physical Devices (MB:

Drives (MBJ:
1024 RADS
1024 RADS

Total Logical Capacy: 2048 MB
Total Physical Capacily: 51438 MB

[ Enclosue

Event ID__[ Severity | Source Source Time Device Address Description Seq | Local Time =
E= 127001 2002/06/20 143335 ctt0 Enclosure services ready. 18 2002/06/20 143532

i
@ o 4 1277001 002/06/20 143335 ctl0 Battery recondition sugeested 18
@ o 4 127001 2002/06/20 143607 otk 1 Gontroller is found. 0
D 4 127001 002/06/20 169655 ctl 0 chr 0 tet: 5 Reguest Sense 1/3b/52 2

1 127001 2002/06/20 163655 otk 0 chri 0 tet: 5 A physisal disk has failed. 2

2 1272001 2002/06/20 153656 cth 0 logdrv: D Logical drive is critical. 2
1 e 2 127001 2002/06/20 153656 ctl O logdv: 1 Logical drive s criticsl. «u
[T B a 127001 2002/06/20 16:3658  cth O chn: O tgt: 5 Request Sense 1/3b/50 2%
@ 512 1 127001 002/06/20 169656 etk 0 cher 0 et 6 A physical disk has failed. %
1 e 2 127001 2002/06/20 163656 otk O logdv: 0 Logical drive s o ticsl. bl
1 e 2 122001 2002/06/20 153656 ctl O logdrv: 1 Logical drive is critical. 2

F002406/20 1435:32
2002/06/20 143614
2002/06/20 153702
2002406/20 153702
2002/06/20 155702
2002406/20 153702
2002/08/20 155702
2002/06/20 153702
2002406/20 153702
2002/406/20 153702

L1l

or Help, press F1

e Information

annell Tareeth Lur0)

—Device Inguiry Data
Wendor © SEAGATE Product © ST318304FC Revision ooos
Bus Width 1 Sync : Mo Soft Reset @ Mo
ARSI Version @ SCEl-3 Linked : Yes CmclQue es
Setial : 3ELOFQHY Loop IT -1
—Device State
Mego. Transfer Speed : 100 MB/Sec Status Dead
Mego. Bus Width 1 Sector Size 512 Bytes
Physical Size 17344 MB Failure Indicator
Config. Size 17166 MB rﬂm\mcausE
—Device Errors Enclosure
Soft E : 0 Parity E : 0
oL Errars LY \SHel Feset Erffars | Mumber: 1
Hard Errors @ 0 Misc Errore @ 1

Wake Hob Spare

hake Online |

IEkE T Tine |

Reehuild

Prepare to Remove |

Locate

Cloze |

Action
Rebuild

<5 R

Logical Drive - Status

0 - In progress..

[t 7

Gancel Rebuild

¥ complete

60590 [

atisel B It

29 —
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3.3. Procedure for Making a Consistency Check on a Logical

Drive

This section explains the procedure for making a consistency check on a logical drive.

1.

In the [Controller View] window, dou- o

e Wiew Administation Window Help

ble-click on the logical drive icon of the %F'F‘E’n'ﬁ‘ L
logical drive for which Consistency
Check is to be executed.

TUNE | [[FPE pacrrx |

Event ID__[ Severity | Source

Saurce Time Device Address Description Seq

Logical Drives (MBJ:

Total Logical Capaciy: 2048 M8
Total Physical Capacily: 51498 MB

[ Enclosue

Local Time

9 4 177007
@ o 4 127001
@D o 4 127001
@ o 4 127001
@ oo 4 127001
@D a6 4 127001
@D oz 4 127004
@D oz 4 127001
@ o 4 127001
(i B 127001
@ oo 4 127001

2002/06/20 143334 ctt O param: 00200 Updated partner’s status
2002/06/20 143334 etk O Battery present. 1"

2002/06/20 143334 ctk 0 Batlery present. 12
2002/06/20 143835 otk 0 Battery pomer OK. 18
2002/06/20 143835 ctl 0 Batiery porer OK. "
2002/06/20 143336 ctk 0 Battery recondition sugeested 15
2002/06/20 143835 cth 0 Gantroller device start complete. 16
2002/06/20 143336 ctk 0 Controller device start complete. 17
2002/06/20 143835 otk 0 Enclosure services ready. 18
2002/06/20 143835 ctl 0 Battery recondition sugeested 18
2002/06/20 143607 otk 1 Gontroler is found Eal

2002406/20 143631
2002/06/20 143631
F002406/20 1435:32
2002/08/20 143632
2002/06/20 143532
2002406/20 143632
2002/06/20 143532
F002406/20 1435:32
2002/08/20 143632
2002/06/20 143532
2002406/20 143614

kil

or Help, press F1

2.

Click on [Consistency Check] in the win- P ——

dow below.

RAID Level T A Fault Talerant Yes
Optimized for Speed D Yes Optimized for Capacity D Yes
Logical Size : 1024 MB Physical Size ;1536 MB
Stripe Size : GKB Cache Line Size : BKB
Wirite Cache . Dizablecd Statuz : Onling
Uszed Array Capacity :
A0 gt 1508 B
Tokal: 21454 ME.
Uzed Capacity |:| Unused Capacity

Fatee e | Sy Bar ete BiEehe . | Locate

Consistency Check.

Enable Wite Cache |

Close |
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3.

The confirmation window below i Consistency Check Ed

appears. Click on [Yes] to make
correction if a bad block is detected. @ Restore consistency if errors are Found during the consistency check?
Otherwise, click on [No].

Consistency Check is started and the Lonelenlstatis
progress status is dISplayed Action Logical Drive - Status % complete
Conzistency Check 0 - In proeress.. 60264 I 0

Tips To forcibly terminate Consis-

tency Check while the progress

status is displayed, click on

[Cancel].

& Brey HEXID: Cancel Check Eance| BE It
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3.4. Procedures for Creating/Removing a Stand-by Disk

This section explains the procedures for creating/removing a stand-by disk.
methods to create a stand-by disk: using the Disk Device Information dialog box and using

Manual Configuration of RAID Assist.

of RAID Assist.

There are two

To remove a stand-by disk, use Manual Configuration

3.4.1. Creating a Stand-by Disk in the Disk Device Information

Dialog Box

1.

In the [Controller View] window, dou-
ble-click on the icon of an undefined
physical drive that is to be used as a
stand-by disk.

2.
Click on [Make Hot Spare] in the window
below.

3.
The message is displayed.
Click on [OK].

Window  Help

[TUNE

2| | 2|

|

Source Time

Device Address

Description

Local Time

Total Physical

Logical Drives [MBJ:

Total Logical Capacy: 2048 MB
Capacity: 51438 MB

RAID §
RAID §

4 127001 2002/06/20 14:3334
o 2 4 127001 2002/06/20 14:3334
[ B 127001 2002/06/20 143334
o o4 4 127001 2002/06/20 14:3335
@ o 4 127001 2002/06/20 14:3335
o s 4 127001 2002/06/20 14:3335
o 13 4 127001 2002/06/20 14:3335
@ oz 4 127001 2002/06/20 143395
o Fa 4 127001 2002/06/20 14:3336
(i Bt 127001 2002/06/20 143335
0 a0 4 127001 2002/06/20 143607

et 0 param: 0x0200
ett0
etto
et
otk
etk
ctto
etto
etk
otk
et

Updated partrer's status.

Battery present.
Battery present.

Battery power OK.

n suggested
start complete
start complete

Enclasure services ready.
Battery recondition suggested
GController is found

2002/06/20 143631

F002406/20 143631

12 2002/08/20 143832
19 2002/06/20 143532
14 200206/20 143532
15 2002/08/20 143532
16 2002/06/20 143532
17 2002/08/20 143832
18 2002/06/20 143532
19 200206/20 143532
o0 2002/06/20 14364

L1l

or Help, press F1

ice Infarmation

—Device Inguiry Data

nell Target0 Lun0}

Wendor . SEAGATE Product . ST3E8304FC Revigion . 0003
Bus Width 1 Sync : Mo Soft Reset @ Mo
ARSI Version @ SCEl-3 Linked : Yes CmelQue  © Yes
Serial o ZELOTYE1 Loop ID 0
—Device State
Mego. Transfer Speed © 100 MBiSec Status Unconfigured
Mego. Bus Width o1 Sector Size 512 Bytes
Physical Size © 17344 MB
Config. Size : 17166 MB
—Device Errors Enclosure
Soft B 0 Parity E )
ot Errars Ny SRS FesetErrors | Mumber: 1
Hard Errars @ 0 iz Errars 1}
" Make Hot Spare ke Onine | Wetke Offiie |

Feekilol

Prepare to Remove |

Locate

Close |

i Make Hot Spare

808-882425-783-D



3.4.2. Creating/Removing a Stand-by Disk with Manual
Configuration

1.

Select RAID Assist from the Admini-
stration menu. Welcome to RAID Assist!

troller—0}

RAID Assist allows you to set up new configurations, add
logical dnives to existing configurations, and expand the
capacity of existing armmays. To get started with RAID
Assist, choose a configuration method below:

Creates an optimal contiguration using all available

drives with minimal user input futamatic Canfiguration
Creates or modifies a configuration using a fssisted Ganf t
step-by-step, question and answer format BEEIE A,

Greates or modifies a configuration using only
information provided by the user

Click on [Manual Configuration] in the
window below.

| Gonfiguration.

Cancel

2,
Click on [Edit Configuration].

— Data Owerverite Methodd

Change existing configuration. Data on modified logical drives will
be lost,

Create a nevy configuration. If there is an existing configurstion, it Py Configurstion |
wiill be overwritten and all data will be lost.

— Data Retain Method

Litilize the remsining available space in an existing array, or creste Add Logical Drive |
a newy array using unconfigured disk drives. Existing data will not

be affected by this process.

Expand the capacity of an existing array. Existing data will not be Expand Array |
affected by this process.

Cancel |

3.

C I | Ck on th e h a rd d |S k | n U nu Sed D | s k Manual Configuration/Edit Gonfiguration 0.1, Controller-00

. . 1elcome 2 Disk Arrays |3 Logical Drives | 4. SAN Mapping |
Drives, and click on [Make Spare]. ik Aoy G - i Logioa rives (4B

1me6| 1ries| 17166 0 [=] 1024 RaD5

Then, click on the "SAN Mapping" tab. ST 1= o Rans

Tips Toremove a stand-by disk,
click the stand-by disk (with +
marked) in Unused Disk Drives,
and click on [Remove Spare].

Unused Disk Drives (MB

m 17166[ 17166[ 17166
L L0 12] 14 L6

Add Aray |

Gancel I
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4.
Click on [Apply] in the window below.

5.

Enter "yes" in the window below, and
click on [OK].

1iielcome | 2 Digk Arraye | 3. Logical Drives 4. SAN Mapping |

Topology Part Selection i~ Logical Drive to LUN Mapping
’7 IMuItrPort - ’7 & GOPD ¢ GUFT € GIPD € CTFT = Enetile Al Hoste

Lun Selecti I [
~Host To Logical Drive Mapping Hn selestion
Logical Drive | LUN |
/A [oT] 0 Rads  T04ME D
TUNE R T Raids  T0Z4ME 1

& TUNE®) oK
Mot Conhected == Connected Found &

Ghange Host Tag Edit Hosts
Set Sequential | Clear Al Bestoe | Cancel

® Changing configuration is data destructivel

If you wwant to proceed, confirm by typing the word YES: yes

Cancel |
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4. Operation of GAM Client

This section explains the following procedures performed for Mylex disk array controller by us-
ing GAM Client: creating a logical drive, performing rebuild processing, making a consistency
check, expanding a capacity, and creating/removing a stand-by disk.

4.1. Procedures for Creating a Logical Drive

RAID Assist provides three configuration methods "Automatic Configuration," "Assist Configura-

tion," and "Manual Configuration".
drive by each configuration method.

4.1.1. Automatic Configuration

1.

Select RAID Assist from the Admini-
stration menu.

Click on [Automatic Configuration] in
the window below.

2.

Click on [New Configuration].

Tips |[f configuration is already com-
pleted, the "Add Logical Drive"
button becomes active.

Click on [Add Logical Drive].

Note If configuration is already com-

pleted, clicking on [New Configu-
ration] clears the existing configu-
ration and makes a new configu-
ration. As a result, the data may
be lost. If selecting "New Con-
figuration" by mistake, click on
[Cancel].

Thive lcome I

This section explains the procedures for creating a logical

Welcome to RAID Assist!

RAID Assist allows vou to set up new configurations, add
logical dnives to existing configurations, and expand the
capacity of existing arrays. To get started with RAID
Assist, choose a configuration method below:

Greates an optimal configuration using all available
drives with minimal user input

¢ Rutomatic Gonfiguration

Craates or madifies & configuration using a P ——
step-by-step, question and answer format e S
Creates or modifiss 5 configurstion using only )
information prowided hy the user Manual Gonfiguration,
Gancel

onfiguration

— Data Owverserite Methodd

Create a nevy configuration. If there iz an existing configuration, it
wiill be overwritten and all data will be lost.

— Data Retain Method

Litilize the remaining available space in an existing array, or create
& nevy array using unconfigured disk drives. Existing data will not
ke affected by this process,

Expand the capacity of an existing array. Existing data will not be
affected by thiz process.

Add Logical Drive |
Expand Array |

Cancel |
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3.

Automatic Gonfigur, Configuration troller-0)

Confirm the information about the disk
array configuration shown in the win-
dow below.

1elcome  2Finish |

RAID Assist has completed the confisuration !

‘ou can view details of the configuration by clicking the * Details.” button. | vou are

. . salisfied with the confisuration 2z defined belaw, click the * Apply” bution to
Click on [Apply] after confirming the implement the confeiratin
. . S — If you wish ta redefing the configuration, go to the "Welcome' page and select 'Manual
information. Faid Level Gonfiguration
Lagical rives (888
W Gonfiguration Summary:
[Fimsn Physical drives : 3 Logical drives 1
Phyzical capacity : 26902 MB Logical capacity 17328 ME
Hat spares 0 RAID level RAID 5
Stripe size : B4 KB Gache line size 8 KB
Enable write cache ¢ No Ihitialize No
Details. < Back I Cancel

4.

Enter "yes" in the window below, and WARNING
click on [OK].
® Changing configurstion is dsta destructivel

If yiou want to proceed, confirm by typing the word YES: yes

Cancel

Subsequently, create partitions on the operating system.
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4.1.2. Assist Configuration

1.

Select RAID Assist from the Admini-
stration menu.

Click on [Assisted Configuration] in the
window below.

2,
Click on [New Configuration].

If configuration is already com-
pleted, the "Add Logical Drive"
button becomes active.

Click on [Add Logical Drive].

If configuration is already com-
pleted, clicking on [New Configu-
ration] clears the existing configu-
ration and makes a new configu-
ration. As a result, the data may
be lost. If selecting "New Con-
figuration" by mistake, click on
[Cancel].

Tips

Note

3.

Select presence/absence of Fault Tol-
erance and Hot Spare in the window
below, and click on [Next].

1.z lcoms I

troller—0)

Welcome to RAID Assist!

RAID Assist allows you to set up new configurations, add
logical dnives to existing configurations, and expand the
capacity of existing arrays. To get started with RAID
Assist, choose a configuration method below:

Automatic Configuration
Manual Configuration
Cancel

Creates an optimal configuration using all available
drives with minimal user input

Greates or madifies a configuration using &
stepby-step. question and answer format

Creates or modifies a configuration using only
information provided by the user

onfiguration

— Data Owververite Method

Creste a nevy configuration. If there iz an existing configurstion, it
wiill be overwritten and all data wil be lost.

— Data Retain Method

Litilize the remmaining svailable space in an existing array, or creste
a nevy array using unconfigured disk drives. Existing data will not

Add Logical Drive |

be affected by this process.

Expand the capacity of an existing array. Existing data will not be
affected by this process.

Expandd Srray |

Cancel |

Fault Tolerance

Raid Level

Fault talerance will use part of your storage capacity to store redundant data. If
a drive fails, |ost data can be reconstructed using the redundant data stared on
other disk drives in the array

Do you want Fault Tolerance? i Yes " NHo

Logical Orives

Optimization

Finish

Selecting a hot spare will reserve a drive to automatically replace a failed drive
n a fault tolerant array

Do you want a Hot Spare? "~ Yes * Mo
<Bsck | e Cancel

37 —
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4,

Select the RAID level in the window
below, and click on [Next].

Tips The level of RAID that can be
created varies depending on
the number of connected hard
disks.

5.

Determine the number of logical drives
to be created, the capacity, and
whether to execute Initialize in the win-
dow below, and click on [Next].

If "No" is selected for Initialize,
Initialize can be executed in
the dialog box, which is dis-
played by selecting Initialize
Logical Drives from the Ad-
ministration menu in the main
window.

Tips

6.

Select presence/absence of Write
cache in the window below, and click
on [Next].

If Write cache is enabled, write
performance usually increases.
However, this setting is sub-
jected to the risk of losing
cache buffer data when a
power failure occurs. Select
[Enabled] only when the battery
backup module (BBM) is in-
stalled or the system is
equipped with uninterruptible
power supply (UPS). Refer to
the manual supplied with disk
array controller to see if your
system has BBM or not.

Note

Configuration

1ielcome | 2 Fault Tolerance 3. RAID Level | 4, Logical Drives | 5.0ptimization | 6 Finish

Faul: Tolerance
Raid Level
Logical Drives
Optimization

Firizh

Parity error correction (RAID 5, RAID 3) optimizes capacity and performance
and requires at least three devices.

Fully redundant drives (RAID 1, RAID 0+1) offer high performance but reduces
avallable capacity by one-half. RAID 1 ig used if there are two available
devices; RAID 0+1 if there are three ar more.

= Farity error correction (RAID 5, RAID 3}

" Fully redundant drives (RAID 1. RAID 0+1}

<Bsck | e Cancel

Azsisted Configuration/New Configuration

1elzame | 2 Fault Tolerance

Fault Tolerance
Fisid Level
Logical Drives [

Optimization

Finish

ontroller-0}

3 RAID Level 4. Logical Drives | 50ptimization | 6.Finish

Assisted configuration will creste logical drives from the capacity and number
of logical drives you specify.

|1 =
% IZEQQZ MB

How many logical drives do you want to create?

How much capacity do you want to use?

Selecting initialize will initialize all lozical drives.

Do you want to initialize logical drives? " Ves £+ Mo

Cancel

<Back |

d Configuration/New Configuration

1.elcome | 2 Fault Talerance | 3. RAID Level | 4. Logical Drives  5.0ptimization |6.F\msh|

Fault Tolerance

Raid Level

Logical Orives

Optimization

Finish

I your host system has an Uninterruptable Power Supply (UPS), or your
controller has a Battery Backup Unit (BB, write cache may be enabled for
added perfarmance.

(s Write cache enabled (write back}

" Write cache disabled {write through}

You can zet stripe zize and cache line size best suited for your system. They
will be applicable for each system drive.

64 KE =
8 KB [

Stripe size:

Cache line size:

<Bak | [C Cancel
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7.

Confirm the information about the disk hssisted Configuration/New Configuratio ]
array Configuration shown in the win- 1#slcome | 2 Fault Tolerancs | 3 RAID Level | 4. Logical Drives | 5ptimization 6Finish |
dow below. RAID Assist has completed the configuration !

‘ou can view details of the configuration by clicking the * Details.” button. | vou are
satisfied with the configuration as defined below, click the ™ Apply™ button ta

Click on [Apply] after confirming the fpe— e oo

|nf0 rmatl O n . e — goyrff?g:\:":notls redefing the configuration, 2o to the “Welcome' page and select ‘Manual

Logical Drives (68

ptimization Gonfiguration Summary:
e Fhysical drives 3 Logical drives 1
Physical capacity 25992 MB Logical capacity 17328 MB
Hat spares 0 RAID level RAID 5
Stripe size : B4 KB Gache line size 8 KB
Enable write cache t Yes Thitialize No
Details. < Back I Cancel

8.

Enter "yes" in the window below, and
click on [OK].

® Changing configuration is data destructivel

If ywou wwart ta proceed, confirm by typing the woard YES: YES

Cancel |

Subsequently, create partitions on the operating system.
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4.1.3. Manual Configuration

1.

Select RAID Assist from the Admini-
stration menu.

Click on [Manual Configuration] in the
window below.

1.z lcoms I

ntroller-0}

Welcome to RAID Assist!

RAID Assist allows you to set up new configurations, add
logical dnives to existing configurations, and expand the
capacity of existing armmavs. To get started with RAID
Assist, choose a configuration method below:

Automatic Configuration

Creates an optimal contiguration using all available
drives with minimal user input

Creates or modifies a configuration using a
step-by-step, question and answer format

Agsisted Configuration.

Creates or modifies a configuration using only
information provided by the user

Cancel

2.
Click on [New Configuration].

Tips If configuration is already com-
pleted, the "Edit Configuration"
button is displayed.

Edit Configuration enables ad-
dition of a new disk array and
creation/removal of a stand-by

disk (hot spare disk).

If configuration is already com-
pleted, clicking on [New Con-
figuration] clears the existing
configuration and makes a new
configuration. As a result, the
data may be lost. If selecting
"New Configuration" by mistake,

Note

Manual Go

he lost.

— Data Owverserite Methodd

Change existing configuration. Data on modified logical drives will

Create a nevy configuration. If there is an existing configuration, it
wiill be overyritten and all data will be lost.

Edit Configuration |

— Data Retain Methoc

Lttilize the remaining available space in an existing array, of creste
& nevy array using unconfigured disk drives. Existing data will not
be affected by this process.

Expand the capacity of an existing array. Existing data will not be
affected by this process.

Add Logical Drive |
Expand Array |

Cancel |

click on [Cancel].

3.

Allocate a hard disk to the disk array
by dragging it from Unused Disk Drives
onto Disk Arrays.

Then, click on the "Logical Drives" tab.

Tips m To add a new disk array, click
on [Add Array].

m To create a stand-by disk (hot
spare disk), select a hard disk
from Unused Disk Drives, and

click on [Make Spare].

Manual Configuration./New Gonfiguratior

1ivelcome 2 Disk Arrays
Disk Arrays (ME):

Controller-0)

3. Loeical Drives
Logical Drives (MED

A0 sgo6| 17328
11332 = 10| 11

Unused Digk Drives (MB)

12

Add Aray |

Make Spare

Glear All

Gancel I

40 —
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4,

In the window below, determine the

1iiielcome | 2 Digk Arrays 3. Logical Drives |

RAID level, the logical drive capacity, e o G ertn G B 00 B D
Write Cache, and whether to execute New | Feset | D0 =] s | e | oo T 0 s o] Fe o
Initialize, and click on [Add Drive] to ; o o For B B T T e g e o
add a necessary number of logical 1 FoT = Fe o [ Fw N r e s e s
drives.

Then, click on [Apply].

Tips [f a check mark is not put for
Init Drive?, Initialize can be
executed in the dialog box,
which is displayed by selecting AN SR clealil
Initialize Logical Drives from
the Administration menu in the main window.

Note Write cache is enabled, write performance usually increases. However, this setting is
subjected to the risk of losing cache buffer data when a power failure occurs. Select [En-
abled] only when the battery backup module (BBM) is installed or the system is equipped
with uninterruptible power supply (UPS). Refer to the manual supplied with disk array
controller to see if your system has BBM or not.

5.

WARMING

Enter "yes" in the window below, and
click on [OK]. , - :
® Changing configuration iz data destructive!

If yiou want to proceed, confirm by typing the word YES: yes

Cancel |

Subsequently, create partitions on the operating system.

— 4] —
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4.2. Procedure for Rebuilding Hard Disk Data

This section explains the procedure for rebuilding hard disk data.

1.

In the [Controller View] window,
double-click on the hard disk icon (the
icon of the hard disk drive in Dead
state) of the hard disk for which
Rebuild is to be executed.

2.
Click on [Rebuild] in the window below.

Rebuild is started and the progress
status is displayed.

m To forcibly terminate Rebuild
while the progress status is
displayed, click on [Cancel].

m Consistency Check should be

Tips

executed after Rebuild in order

to check the logical drive
status. For Consistency

L =8|
File Wiew Administration Window Help
&,Fq@[,uﬁ‘é‘.ﬁ‘ ? ||DnD | [[OEEREEY AcceleRAD 16D
[=E E =101 x| EYE E =lo/x|
Physical Der Lo ives (MB): =
112 RADS
Total Logical Capacity: 112MB
Total Physical Capacit: 12384 MB
=18
W cone vese [ Description [Seq_[ Local Time | B|
v|prets Laical unit is in process of becoming ready 112 Fri May 25 11:1440 2.
[« | M ptets Arew hard disk has been found M3 Fri May 26 11:1441 2.
W T T Fri Ty 25 TTT T Teh D tet: 2 A hard disk has been placed online 14 Fri May 25 111441 2
@ 133286285..  FriMay 25 1106282, otk 0 chr D tet: 1 A hard disk has been placed online 15 Fri May 25 11441 2.
(i R 133266265, FriMay 36 110628 2. otk O chn 0 tet:§ A hard disk has been placed online 16 Fri May 95 11:1441 2
@ e 4 190265285, Fri May 25 1195282 ctl O logdrv: 0  logical drive has been found 7 Fri May 25 11441 2
(i R3ET 130266255.. FriMay 25 1105282, oft D logchv: 0 Logical drive has been placed online 18 Fri May 25 111441 2
@ ro 4 133255285.. FriMay 25 110528 2. otk D enclosure: O unit 1 Fan has been restored 19 Fri May 25 11714422
@ ot 4 133285285..  FriMay 25 1106282, otk D enclosure: Ounit 1 Fan has been restored 120 Fri Moy 25 11442 2
@ ra 4 133255255 FriMay 25 110528 2. otk O enclosure: Ounit 1 Power supply has been restored. 121 Fri May 25 111442 2
@ o 4 190265285, Fri May 25 1105282, et O enclosure: 0 unit 1 Power supply has becn restored 122 Fri May 25 114422
@ o 4 13266255 FriMay 5 1106282, otk D enclosure: Ounit 1 Power supply has been restored 123 Fri May 05 11:14:42 2
(i B 133255285.. FriMay 25 110528 2. otk D enclosure: 0 unit 1 Normal temperature has been restored 124 FriMay 25 1171443 2.
& s 1 133256255, FriMay 25 1116282, otk D chry 0 tet:§ Abard disk.set to failed state by host, 125 Fri May 25 11523 2
1 e 2 133255255 FriMay 25 1115232, cth O logdrv: 0 Loical drive it critical 126 Fri May 25 111523 2 =

[For Help. press F1

e Information 4

anneld TareetS Lund}

21|

—Device Inguiry Data

“endar IBhd OER Product:  DCHS04Y Revizion : 9333
Bz Wickth : 16 Sync Yes Linkecd Yes Soft Reset: Mo
ANS| Yersion: SCS-2 MRIE Modle : 15 CrmdGue Yes
Serial : GS096EFER AMUGOSS
—Device State
Mego. Transfer Speed ;40 MB/Sec Status Dead
Megao. Bus Width : 16 Bit=(Wide) Sector Size : 512 Bytes
Physical Capacity : 4136 MB Config. Size : 4120 MB
—Device Errars
Soft Errors 1] Parity Errors : 1] FReset Errars |
Hard Erraors : o Misc Errors o PFA Court: O

fake Hot Spare

Make Cnline ake Cifline | Locate... |

Close |

traller—00

Current Logical Drive @ 0

21

59% Completed

Cancel ...

Check, see Procedure for Making a Consistency Check on a Logical Drive".
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4.3. Procedure for Making a Consistency Check on a Logical
Drive

This section explains the procedure for making a consistency check on a logical drive.

1.

| Array Manager

In the [Controller View] window, dou- T S s s
Lk e A

ble-click on the logical drive icon of the
logical drive for which Consistency
Check is to be executed.

Logical Drives [MB)
0 [=] 4% RADS [T DACs (1)

Total Logical Capasity. 4096 MB
Total Physical Capacity: 34850 MB

u fress Description Local Time
Enclasure
o) tet1 A new hard disk has been found T ied May 23174240
3

| KT | s # new hard gk has been found o e May 23174240
h'u T T T ied May 23T TX et Ochr | tet 1 A hard disk has been placed anline. 9 Wied May 23 17:42:40
o batl 4 133265256...  Wied May 23 155214 .. ctkOchn 1tet0 A hard disk has been placed online. 10 Wied May 23 174240
0 ial 4 133266266, Wied May 23 166214 . ctkOchn: 1 tet: 2 A hard disk has been placed online. n Wed May 23 174240
o 48 4 133266266, Wied May 23 165214 . cth O logdrv: 0 A logical drive has been found 12 Wied May 23 174240
@ o 4 130256255, Wed May 23155214 o0 loger O Logieal drive has been placec onlne 13 Wed May 22174240
o =302 4 133266255, Wied May 23 165214 . ctk 0 BBU Present. 14 Wied May 23 174240
@ o 4 130256255, Wed May 23155214 o0 enclosure: T unt 1 Fan has been restored 15 e May 23174240
o 321 4 133266266, Wied May 23 1652:14 . ctk O enclosure: T unit: 1 Fan has been restored. 16 Wed May 23 174241
o 324 4 133265266... Wied May 23 155214 . otk 0 enclosure: 1 unit: 1 Power supply has been restored. 17 ‘Wied May 23 17:4241
o 324 4 133265256, Wied May 23 165214 . ctk O enclosure: 1 unit: 1 Power supply has been restored. 18 Wed May 23 174241
o =324 4 133266266... Wied May 23 166214 . ctk O enclosure: 1 unit: 1 Power supply has been restored. 19 Wied May 23 174241
@ o 4 130266255, Wed May 23156214 ol 0 enclsure: T unt 1 Normal tomperature has been estored. 20 Wed May 23174241
! E-28 2 133266266, Wied May 23 166214 . ctkOchn:1tet 6 Mo addtional sense information 2 Wed May 23 174241

e

or Help press Fi [

2.
Click on [Consistency Check] in the win- ogical Drive - 0 Information ' 2]
dow below.

RAID Level B Fault Talerant D Yes
Optimized for Speed D Yes Optimized for Capacity D Yes
Logical Size 112 MB Phyzical Size 1 168 MB
Stripe Size © 32KB Cache Line Size : EKB
Wiite Cache : Dizabled Status 1 On Line

Used Array Capacity :
A et 154 WE)

Tokal; TERDME.

Used Capacity |:| Unuzsed Capacity

Force On Lins... | Shovy Bad Data Blocks.. |

Enahle Wite Cache | Locate. .. Cloze

Conzistency Check...
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3.

The confirmation window below
appears. Click on [Yes] to make
correction if a bad block is detected.
Otherwise, click on [No].

Consistency Check is started and the
progress status is displayed.

Tips To forcibly terminate Consis-
tency Check while the progress
status is displayed, click on
[Cancel].

y Cionsistenc i Ciheck

Consiztency Check Status (Contraller-03

(

Current Logical Drive : 0

56% Completed

Cancel ... i Cloze
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4.4. Procedure for Expanding a Capacity

1.

Back up all the data of the target logical drive.

2.

Select RAID Assist from the Admini-
stration menu.

Click on [Manual Configuration]
in the window below.

Expand Capacity can also be
executed by selecting "Auto-
matic Configuration" or "Assist
Configuration". If selecting
either of them, click on [Expand
Array] in step 2 just as when
selecting "Manual Configura-

Tips

tion".

3.
Click on [Expand Array].

Note Do not click on [Edit Configura-
tion]. If selecting it by mistake
and taking the following steps, all
the logical drives are damaged
and the data is lost. To termi-
nate "Edit Configuration,” click
on [Cancel].

4,
Drag a physical disk from Unused Disk
Drives onto Disk Arrays.

Then, click on the "Logical Drives" tab.

x|
Welcome to RAID Assist!
RAID Assist allows vou to set up new configurations, add
logical drives to existing configurations, and expand the
capacity of existing arrays. To get started with RAID
Assist, choose a configuration method below:
Greates an optimal configuration using all available ) -
drives with minimal user input Futomatic Configuration
Greates or modifies & configuration using a . -
stepby-step. question and answer format Assisted Gonfiguration
Creates or modifies a configuration using only
infarmation provided by the user
Gancel
Manual Configuration il ﬂ

b ozt

— Data Owververite Method

Change existing configuration. Data on modified logical drives wil

Create a nevy configuration. If there iz an existing configuration, it
wiill be overyritten and all data will be lost.

Edit Configuration |
Mewy Configuration |

— Data Retain Methoo

be affected by thi

affected by this o

Litilize the remaining available space in an existing array, or create
& nevy array using unconfigured disk drives. Existing data will not

Expand the capacity of an existing array. Existing data will not be

Addd Logical Drive |

= PIOCESE.

Expand Lrray

FOCEsS.

Cancel |

Manual ConfigurationsExpand Arr

1elcome 2 Disk Arrays |3,
Disk Arrays (ME):

255,90, Controller-0) i x|

Logical Drives
Logical Drives (MED

A
16538

B666 17328
&= 0 [=] 112 RaDS

4132 17328
= 01| oiofe— 02

Unused Disk Drives (MB}:

Caneel I
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5.

. . Manuial Configuration/Expand Array x|
Click on [Add Drive] and then [Apply]. T A |
Drive Logical RAID Gapacity (ME} Capacity  ‘White  Thit Stripe Gache
Mo, Drives Lewvel Logical Physical Utilization Cache Drive? Size ize
New  Reset | ] H B | F Fl Jexs 5| BB 5]
0o = [es 5 Pz f e R [ErE o R ]
1 B [rems =] Fzes feeme | [Ew F F [ = e =
Add Drive I Delete Drive Apply Gancel I
6.
The confirmation window below ap- Expand A : x|
pears. Click on [Yes]. )
@ Expand Array iz not a reversible operation.
Do you want to progesd?
[ [u]
7.
Enter "yes" in the window below, and WARKIEE x|
click on [OK]. o S
® Existing configuration will be changed!
If you swant to proceed, confirm by typing the word YES: yes
Cancel |
Expand Capacity is started and the Inline RAID Expans = (Gontroller 2]

progress status is displayed.

Current Logical Drive : 0

’, E2% Diata migration completed

808-882425-783-D




4.5. Procedures for Creating/Removing a Stand-by Disk

This section explains the procedures for creating/removing a stand-by disk. There are two
methods to create a stand-by disk: using the Disk Device Information dialog box and using
Manual Configuration of RAID Assist. To remove a stand-by disk, use Manual Configuration of
RAID Assist.

4.5.1. Creating a Stand-by Disk in the Disk Device Information
Dialog Box

1.

= Glo seer (&%
| n th e [CO ntrOI | er V|eW] W| n d ow dOU - File Wiew Administration Window Help
i A ’. LI O IR =] [[FEEE poocRaD 2 <]
ble-click on the icon of an undefined REE 55
physical drive that is to be used as a
stand-by disk.
Total Logical Capacity: 112 MB
Total Physical Capacit: 30126 MB
JEI=IE]
[ [Seq [ Local Time T N|
- BBU Present. 17 Thu Jun 21 182213
| KT 2 [ fsure: 0unit 2 Fan has been restored 18 Thu it 182213
h'u 32T T T Thu Jur 2T T cffTenclosure: Dunit: 2 Fan has been restored. 19 Thu Jun 21 182214
o 324 4 133265.285..  Thu Jun 21 174703 Qunit: 2 Power supply has beer a 20 Thu Jun 21 182214
0 1-324 4 133.265.2565. Thu Jun 21 174703 Dunit: 2 Power supply has be d. 2 Thu Jun 21 182214
o 1-324 4 133265255, Thu Jun 21 174703 Dunit: 2 d. 22 Thu Jun 21 182214
@) rom 4 133255285, Thu Jun 21 174703 Ounit:2  Normal temperature has bsen rest tored 2 Thadin2 182215
o 1-302 4 i91d Thu Jun 21 174146 1 Thu Jun 21 182215
@D o 4 133255285, Thu Jun 21 174708 4 Thadin2 182215
o =321 4 1332652565, Thu Jun 21 174703 it P Thu Jun 21 182215
o 1-324 4 133.265.255. Thu Jun 21 174703 cth 0 enclosure: T unit: 1 Power supply has been restored. 26 Thu Jun 21 182216
o 1-324 4 133255255, Thu Jun 21 174703 cth 0 enclosure: 1 unit: 1 Power supply has been restored. 27 Thu Jun 21 182246
o 1-324 4 133265255, Thu Jun 21 174703 ctl 0 enclosure: T unit: 1 Fower supply has been restored. 8 Thu Jum 21 182216
@ o 4 103255285, Thu Jun21 1T4T03 . ctkD Tunit 1 Normal temg 2 Thidin2 182216
o 149 4 1332652565, Thu Jun 21 182636 cth O logdrv: 1 A logical drive has been deleted. 63 Thu Jun 21 182241 =i
—
or Help, press F1 [

2.
CI|Ck on [Make HO’[ Spare] in the WindOW Digk Device Information (Channel Tareetd Lundd ﬂﬂ

below. —Device Inguiry Data

“endar HITACHI Product :  DHI2CJ-180C Revizion : JShD
Bz Wickth : 16 Sync Yes Linked : Yes Soft Reset: Mo
ANEl Version : SCS1-3 MRIE hode : 3 CrmdQue Yes
Serial : 1L2159816

—Device State
Mego. Transfer Speed ;40 MB/Sec Status Uncaonfigured
Megao. Bus Width : 16 Bit=(Wide) Sector Size : 512 Bytes
Physical Capacity : 17344 MB Config. Size : 17325 MB

—Device Errars
Soft Errors 1] Parity Errors : 1] Reset Errars |
Hard Erraors : o Misc Errors o PFA Court: O

FRebuild

Ifake Crline ake Cifline | Locate... | Close |

3.
The message is displayed. Click on [OK]. [Nl x|

@ Device has been =et az a hot spare.
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4.5.2. Creating/Removing a Stand-by Disk with Manual

Configuration

1.

Select RAID Assist from the
Administration menu.

Click on [Manual Configuration] in the
window below.

2.
Click on [Edit Configuration].

3.

Click on the physical disk in Unused
Disk Drives, and click on [Make Spare].

Then, click on the "Logical Drives" tab.

To remove a stand-by disk,
click the stand-by disk (with +
marked) in Unused Disk Drives,
and click on [Remove Spare].

Tips

Welcome to RAID Assist!

RAID Assist allows vou to set up new configurations, add
logical drives to existing configurations, and expand the
capacity of existing arrays. To get started with RAID
Assist, choose a configuration method below:

Automatic Gonfiguration
Assisted Configuration.

Creates an optimal configuration using all available
drives with minimal user input

Creates or modifies & configuration usine a
step-by-step, question and answer format

Creates or modifies a configuration using only
information provided by the user

i Manual Configuration..

Cancel

iguration

Manual ¢

Change existing c
be lost,

— Data Owerwerite Methocd

Create a nevy configuration. If there is an existing configurstion, it
wiill be overyritten and all data will be lost.

onfiguration. Data on modified logical drives will

Mewy Configuration |

— Data Retain Method

be affected by thi

affected by this p

Litilize the remmaining available pace in an existing array, or creste
& newy array using unconfigured disk drives. Existing data will not

Expand the capacity of an existing array. Existing data will not be

Add Logical Drive |
Expandd Srray |

= PrOCESS.

FOCESS.

Cancel |

1ielcome 2 Disk Arrays |3,
Disk Arrays (ME):

Logical Drives
Logical Drives (MED

4132 17328

A
12396 = 01|~ 00—

2666
0-2

0 [=] 112 RaDS

Unused Disk Drives (MB}:

Add Array |

T

Caneel I

Clear All

48 —
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4,
Click on [Apply] in the window below.

5.

Enter "yes" in the window below, and
click on [OK].

Edit Gonfiguration er—) x|

1iielcome | 2 Digk Arrays 3. Logical Drives |

Drive  Logical RAID Gapacity (MB} Gapacity  ‘White  Thit Stripe Gache
Mo, Drives Level Logical ~ Physical Utilization Cache Drive? Size ize:
Mew Feset IRRID 0 - 12216 12216 |1 oo% L] L] fid KB = IB KE =
0 =l [fos ] Mz 168 |5 I m T (N L
Add Drive Delete Drive Clear All Caneel I

® Changing configuration is data destructivel

If you wwant to proceed, confirm by typing the word YES: yes

Cancel |
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