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Documents for This Product

Documents for This Product

Documents for this product are provided as booklets ([[]]) and as electronic manuals () in the
EXPRESSBUILDER DVD ((2)).

User's Guide

m Chapter 1: General Description | Overviews, names, and functions of the server components

Chapter 2: Preparations Installation of additional options, connection of peripheral devices,
and suitable location for this server

Chapter 3: Setup System BIOS configurations and summary of EXPRESSBUILDER

Chapter 4: Appendix Specifications

Installation Guide (Linux)

Chapter 1: Installing Operating | Installation of OS and drivers, and important information for installation
System

H @

Chapter 2: Installing Bundled Installation of bundled software, such as NEC ESMPRO
Software

Maintenance Guide (Linux)

H

Chapter 1: Maintenance Server maintenance and troubleshooting

Chapter 2 Configuring and Configure hardware and setup management tool associated with
Upgrading the System hardware

Chapter 3: Useful Features Useful features and the detail of system BIOS settings, SAS

Configuration Utility, and EXPRESSBUILDER

Other documents

Provides the detail of NEC ESMPRO and the other features.
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Notations Used in This Document

Notations Used in This Document

Notations used in the text

In addition to safety-related symbols urging caution, three other types of notations are used in this document.
These notations have the following meanings.

Important |Indicates critical items that must be followed when handling the hardware or operating
software. If the procedures described are not followed, hardware failure, data loss, and
other serious malfunctions could occur.

Note Indicates items that must be confirmed when handling the hardware or operating software.

Tips Indicates information that is helpful to keep in mind when using this server.

Optical disk drive

This server is equipped with one of the following drives. These drives are referred to as optical disk drive in this

document.

e DVD-ROM drive

e DVD Super MULTI drive
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Notations Used in This Document

Abbreviations of Operating Systems (Linux)

Linux Operating Systems are referred to as follows.

See Chapter 1 (1.1 Supported Linux OS) for detailed information.

Notations in this document Official names of Linux

Red Hat Enterprise Linux 6 Server Red Hat Enterprise Linux 6 Server (x86_64)

POST

POST described in this document refers to the following.

e Power On Self-Test

BMC

BMC described in this document refers to the following.

e Baseboard Management Controller
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Trademarks

Trademarks

EXPRESSSCOPE and ExpressUpdate are registered trademark of NEC Corporation.

Microsoft, Windows, Windows Server, Windows Vista, and MS-DOS are registered trademarks or trademarks of Microsoft Corporation
in the United States and other countries. Intel, Pentium, and Xeon are registered trademarks of Intel Corporation of the United States.
AT is a registered trademark of International Business Machines Corporation of the United States and other countries. Adaptec, its
logo, and SCSI Select are registered trademarks or trademarks of Adaptec, Inc. of the United States. Avago, LSI, and the LSI &
Design logo are trademarks or registered trademarks of Avago Technologies in the United States and/or other countries. Adobe, the
Adobe logo, and Acrobat are trademarks of Adobe Systems Incorporated. DLT and DLTtape are trademarks of Quantum Corporation
of the United States. PCI Express is a trademark of Peripheral Component Interconnect Special Interest Group.

Linux is a trademark or registered trademark of Linus Torvalds in Japan and other countries. Red Hat® and Red Hat Enterprise Linux

are trademarks or registered trademarks of Red Hat, Inc. in the United States and other countries.

All other product, brand, or trade names used in this publication are the trademarks or registered trademarks of their respective

trademark owners.
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Regulatory Notices

Regulatory Notices

FCC Statement

This equipment has been tested and found to comply with the limits for a Class A digital device, pursuant to Part
15 of the FCC Rules. These limits are designed to provide reasonable protection against harmful interference
when the equipment is operated in a commercial environment. This equipment generates, uses, and can radiate
radio frequency energy and, if not installed and used in accordance with the instruction manual, may cause
harmful interference to radio communications. Operation of this equipment in a residential area is likely to cause
harmful interference in which case the user will be required to correct the interference at his own expense.

Industry Canada Class A Emission Compliance Statement/
Avis de conformité a la réglementation d'Industrie Canada:

CAN ICES-3(A)/NMB-3(A)

CE / Australia and New Zealand Statement

This is a Class A product. In domestic environment this product may cause radio interference in which case the
user may be required to take adequate measures (EN55022).

BSMI Statement

[

EERAE

EERREFARNSER REEREPER
Fr. AReESRGERE. FILERRT,
EREEHERENELEENHE.

Korean KC Standards

o 7171 AFE(AR) AARH 7| 712A @

iz} = AlEAbE o] F& FEEAlZ] nie)

H, 7H9 9 AHdH ALgdeE AL FIHe

2 gy,

Registration NO. : KCC--REM-NEC-EXP320Q
Basic Model Number : EXP320Q

Trade Name or Registrant : NEC CORPORATION
Equipment Name . FT Server

Manufacturer : NEC CORPORATION

Turkish RoHS information relevant for Turkish market

EEE Yo6netmeligine Uygundur.
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Regulatory Notices

Japan

<AKEEBEOMABMIZOVLT>
ARSI, SRUENAETHD-0H. BHEEIVE1—2OFMMFAICET % HARK
FFOREHRIZHE>TEBYET,
CHERICBLELTIE. FTREOAICOETIFEWVELEFET LS. FALLERELL:=L
F9,
KEBETERA. BHEOBBRMNLZWNEMITEEL TZEL,
IRRAD—FREHICKYBPNLT IV ERAEEEBELW:LET,
REWEERBSIUSIHASILORE., BoVICEEFICTHLIFELRT IV AN TTHNS
BENLHDIBEICIE, BANCHEAHERBOETCITER IS,
FEFANEE L-1BAICF, EmOMCHARKBROTTIERILESL,
M EREO J7y—RbarvEH rEUE—

EEEE S  03-3455-5800

T B
COEEIF. VSRAABBRMEETYT, COXBZRERBECTHEAT L LERBELS
EERITIENHYFET . COBRICEERENBULEHERERET HEIBERSNDS &
BnHYFET,

VCCI-A

EIEEE &
COEEX. SFRERBAMK JIS C61000-3-2 BEHTT .

:JISC61000-3-2 @& M &L, BATERE EMELIE—F 328 : REE—SHAKERELEREE (148
LEYUDANERN 20A LLTOHSS) | ITEOE, BAEHIRBOSHFREEZLALISES L TR - &
5& LT:%FII:IIJ_C\\?_O

EHE~NDESEICONT

AEEARMBOERRICHERT SHEE. AFICEEERE Y. BNEECES LRESNAR—FEER
ETLFDREHREBEZNLTEALTILESLY,

EROBBEEETHREKRIZONT

COEEIF. FEFICILIBROBEFEEETICH LAMENELSEAHYET, BEROBEFEETE T
FELTE, RRBEEEREE (UPS) HFEHASNLILEHBOLET,

L—YREEEIZOINT

COEBICATVIVTRBEINDIAZERSA T, L—HFICET 2REE%E (JISC-6802, IEC 60825-1) &
SRLICEELTWET,

Vietnum
Complying with “CIRCULAR, N0.30/2011/TT-BCT (Hanoi, August 10 2011), Temporary

regulations on content limit for certain hazardous substances in electrical products”
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Regulatory Notices

the Ukraine

English

Declaration of Conformity

with the requirements of Technical Regulation on the Restriction Of the use of
certain Hazardous Substances in Electrical and Electronic Equipment

(adopted by Order Ne1057 of Cabinet of Ministers of Ukraine)

The Product is in conformity with the requirements of Technical Regulation on the
Restriction Of the use of certain Hazardous Substances in electrical and electronic
equipment (TR on RoHS).

The content of hazardous substance with the exemption
of the applications listed in the Annex Ne2 of TR on RoHS:
1. Lead (Pb) - not over 0,1wt % or 1000wt ppm;
Cadmium (Cd) — not over 0,01wt % or 100wt ppm;
Mercury (Hg) — not over 0,1wt % or 1000wt ppm;
Hexavalent chromium (Cr6+) —not over 0,1wt % or 1000wt ppm;

Polybrominated biphenyls (PBBs) — not over 0,1wt % or 1000wt ppm;

2 e

Polybrominated diphenyl ethers (PBDES) — not over 0,1wt % or 1000wt ppm.

Ukrainian

[eknapauis npo BignosigHicTtb

Bumoram TexHiuHoro PernameHnty ObmexeHHs1 BukopuctaHHsa aesknx HebesneuHmx
PeyoBuWH B eneKTpnYHOMY Ta eNeKTPOHHOMY obnagHaHHi

(3aTBepmxeHoro MNoctaHoBo Ne1057 KabiHeTy MiHicTpiB YkpaiHu)

Bupi6 Bignosigae Bumoram TexHiyHoro PernameHTty ObBmexeHHsi BukopucTaHHs
aesiknx HebeaneyHux Pe4oBUH B eNeKTpUYHOMY Ta enekTpoHHOMY obnaaHaHHi (TP
OBHP).

BmicT HebGesneyHux pevyoBuH Yy Bunagkax, He obymoBneHux B [dogatky Ne2 TP
OBHP, :

1. cBuHeup(Pb) — He nepesullye 0,1 % Barum pe4oBuHM abo B KOHLUEHTpaLji Ao
1000 YacTuH Ha MINbUOH;

2. kagmin (Cd)- He nepesuwye 0,01 % Baru peyoBUHU abo B KOHLEHTpaLii 4o
100 yacTMH HA  MINbIOH;

3. ptytb(Hg) — He nepesuwiye 0,1 % BarM peyoBMHM abo B KOHLEHTpauii oo
1000 YacTuH Ha MINbUOH;

4. weCcTVBaNeHTHUIA XpOM (Cr6+ ) — He nepesuwye 0,1 % Barn pe4oBuHN abo B
KoHUeHTpauii 4o 1000 yacTUH Ha MiNbNOH;

5. noni6pombicdpeHonn (PBB) — He nepesuwye 0,1% Barn pevoBuHu abo B
KOHLUeHTpauii 4o 1000 yacTUH Ha MiNbNOH;

6. noni6pomaedeHinosi ecipn (PBDE) — He nepesullye 0,1 % Bary pe4oBUHM
abo B koHUeHTpauii 4o 1000 YacTuH Ha MINbIAOH.

10
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Regulatory Notices

Russian Heknapauua o CooTBeTCcTBUU

TpeboBaHusam TexHuueckoro Pernamenta 06 OrpaHnyeHunm icnonb3oBaHus
HeKkoTopbix BpeaHbix BellecTB B anekTpuyeckom 1 anekTpoHHOM 06opyaoBaHUM

(yrBepxxaéHHoro MocTtaHoBneHvem Ne1057 KabuHeta MuHucTpoB YkpauHbl)

W3penue cooTBeTcTBYET TpebGoBaHUsaM TexHuveckoro PernameHTa 06 OrpaHnyeHum
Wcnonb3oBaHna HekoTopbix BpeaHbix BellecTB B 3MeKTPUYECKOM U 3NIEKTPOHHOM
obopynoanum (TP OVBB).

CogepxaHve BpeaHbIX BELLECTB B Cryvasx, He NpeaycMOTPeHHbIX JononHeHnem
Ne2 TP OMBB:

1. cBuHey (Pb) — He npesbliwaeT 0,1 % Beca BelwecTBa UNN B KOHLEHTPaLWK
0o 1000 MUNNNOHHBIX YacTew;

2. kagmwui (Cd) — He npesebiwaeT 0,01 % Beca BelecTBa Unu B KOHLEHTpaLUum
00 100 MUNNUOHHBIX YacTeln;

3. pTyTb (Hg) — He npeBbiwaeT 0,1 % Beca BellecTBa UNM B KOHLEHTpauun Jo
1000 MUINNOHHBIX YacTew;

9 6+ 0,
4. wecTnBaneHTHbI xpoMm (Cr')— He npesblwaeT 0,1 % Beca BelwecTBa Unu B
KOHUeHTpaumm Ao 1000 MUMAMOHHBIX YacTen;

5. nonubpombudeHonsl (PBB) — He npeBbiwaeT 0,1 % Beca BelwecTsa Unn B
KOHUeHTpaumm Ao 1000 MUNAMOHHBIX YacTewn;

6. nonubpomamndeHonosble adupbl (PBDE) — He npesbiwaet 0,1 % Beca
BeLecTBa unm B koHueHTpaumm 4o 1000 MUMMMOHHBLIX YacTen.

Disposing of your used product

In the European Union

r—. EU-wide legislation as implemented in each Member State requires that used electrical and
electronic products carrying the mark (left) must be disposed of separately from normal household
waste. This includes Information and Communication Technology (ICT) equipment or electrical
accessories, such as cables or DVDs.

When disposing of used products, you should comply with applicable legislation or agreements
you may have. The mark on the electrical and electronic products only applies to the current
European Union Member States.

Outside the European Union

If you wish to dispose of used electrical and electronic products outside the European Union,
please contact your local authority and ask for the correct method of disposal.

India

This product is RoHS compliant.
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Warnings and Additions to This Document

Warnings and Additions to This Document

A w0 d PR

o

Unauthorized reproduction of the contents of this document, in part or in its entirety, is prohibited.
This document is subject to change at any time without notice.

Do not make copies or alter the document content without permission from NEC Corporation.

If you have any concerns, or discover errors or omissions in this document, contact your sales
representative.

Regardless of article 4, NEC Corporation assumes no responsibility for effects resulting from your
operations.

The sample values used in this document are not the actual values.

Keep this document for future use.

Latest editions

12

This document was created based on the information available at the time of its creation. The screen images,
messages and procedures are subject to change without notice. Substitute as appropriate when content has
been modified.

The most recent version of the guide, as well as other related documents, is also available for download from
the following website.

http://www.nec.com/
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This chapter describes how to install an operating system. Read through this chapter to set up the system
correctly.

1. Before Starting Setup
Describes overview of setup and precautions on installing an OS.

2. Setting up Red Hat Enterprise Linux 6 Server
Describes how to set up Red Hat Enterprise Linux 6 Server.
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Chapter 1 Installing Operating System 1. Before Starting Setup

1. Before Starting Setup

This section describes overview of setup and precautions on installing an OS.

1.1 Supported Linux OS

The server supports the following Linux OS.

Name of Linux OS Supported

Red Hat Enterprise Linux 6 (x86) -

Red Hat Enterprise Linux 6 *1
Red Hat Enterprise Linux 6 (x86_64) v

v . Supported - : Not Supported

*1 Use Red Hat Enterprise Linux 6.5 Install Media for installation.

1.2 Overview of Setup

To use Linux system, install (or re-install) Linux in your computer.

The server provides the following method including installation of Linux.

e Setup with OS standard installer (Linux manual setup)

1.3 Precautions on Setup

This section describes precautions on installing Linux.

(1) Available install media

The install media available for installing Linux on the server is Red Hat Enterprise Linux 6.5. If you update Red
Hat Enterprise Linux 6.5 to Red Hat Enterprise Linux 6.x, ft Server Control Software must also be updated.

14 Express5800/R320c-E4, R320c-M4 Installation Guide (Linux)



Chapter 1 Installing Operating System 2. Setting up Red Hat Enterprise Linux 6 Server

2. Setting up Red Hat Enterprise Linux 6 Server

This section describes how to install Red Hat Enterprise Linux 6 Server.

2.1 Before starting setup with OS standard installer

2.1.1 Preparation for hardware

The following steps are required to prepare for re-installing an OS (setup with OS standard installer):

1. If the POWER LED on CPU/IO module is on, shutdown the OS.

2. Unplug the power cord from outlet while the POWER LED is blinking.

3.  Perform the preparation process for the server as shown below.

— Install CPU/IO modules 0 and 1.

— Install hard disk drives in slot 0 of CPU/IO modules 0 and 1, respectively.
— Disconnect all LAN cables.

— Disconnect the cable for tape device from the connector on SAS board.

— Disconnect the cable for device from the connector on Fibre Channel board.

Important |* Install only one hard disk drive in the slot specified here.

e If the hard disk drive is not a new one, physically format it. See Chapter 3 (3. SAS
Configuration Utility) in Maintenance Guide for physical formatting.

Express5800/R320c-E4, R320c-M4 Installation Guide (Linux) 15



Chapter 1

Installing Operating System

2. Setting up Red Hat Enterprise Linux 6 Server

16

4.

The location of components that are required for setup or confirmation is as shown in the figure below.

Prepare for setup on CPU/IO modules 0 and 1.

Install one hard disk drive in CPU/IO module 0 and another one in CPU/IO module 1.
Do not install any hard disk drive in any other slots than specified.

Install one hard disk

drive in this slot. CPU/IO m
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AC inlet
connector A
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Connect power cords to the server in the following order.

(1) Connect a power cord to AC inlet connector A.

(2) Connect a power cord to AC inlet connector B.

(3) Make sure the PRIMARY LED on CPU/IO module 0 is lit.

Note

Express5800/R320c-E4, R320c-M4

If you disconnect the power cord, wait at least 30 seconds before connect it again.
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Chapter 1 Installing Operating System 2. Setting up Red Hat Enterprise Linux 6 Server

2.1.2 Disabling OS Boot Monitoring Feature

Before starting setup process, the OS boot monitoring feature needs to be disabled.

Important |Be sure to disable OS boot monitoring feature before setting up the system for
successful setup. This function is enabled by shipping default.

Tips For details of operations for BIOS Setup Utility and parameters for boot monitoring feature,
see Chapter 3 (1. System BIOS) in Maintenance Guide.

1. Turn on the display and the peripheral equipment connected to the server.

Note If the power cords are connected to a power controller like a UPS, make sure that it is
powered on.

2.  Remove the front bezel.
3. Press the POWER switch located on the front side of the server.

Lift the acrylic cover, and press the POWER switch.

Important JDo not turn off the power before the "NEC" logo appears.

Acrylic cover

POWER switch

After a while, the "NEC" logo will appear on the screen.

Tips While the "NEC" logo is displayed on the screen, the server performs a power-on self test
(POST) to check itself. OS starts upon completion of POST.

For details, see Chapter 3 (1.1 POST Check) in User’'s Guide.

Note If the server finds errors during POST, it will interrupt POST and display the error message.
See Chapter 1 (6.2 POST Error Message) in Maintenance Guide.
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Chapter 1 Installing Operating System 2. Setting up Red Hat Enterprise Linux 6 Server

4.  When POST proceeds, the following message appears at lower left of the screen.
Press <F2> SETUP, ... (The on-screen message depends on your system environment.)

If you press <F2>, SETUP will start after POST, and the Main menu appears. (You can also start SETUP
by pressing <F2> key while expanding option ROM.)

Example:

5. When you move the cursor onto Server, the Server menu appears.

¥ Sustem Management

6. Move the cursor onto OS Boot Monitoring and press Enter.

7. Among the parameters, choose Disabled and press Enter.

18 Express5800/R320c-E4, R320c-M4 Installation Guide (Linux)



Chapter 1 Installing Operating System 2. Setting up Red Hat Enterprise Linux 6 Server

8. Move the cursor onto Save & Exit, the Save & Exit menu appears.

Save Changes a

9. Select Save changes and Exit.
On the confirmation window shown below, select Yes to save parameters and exit SETUP.

System reboots when SETUP completes.

Save configuration and exit?

[Yes] No

Now OS Boot Monitoring feature is disabled.

Express5800/R320c-E4, R320c-M4 Installation Guide (Linux) 19



Chapter 1 Installing Operating System 2. Setting up Red Hat Enterprise Linux 6 Server

2.1.3 Preparation for software

Prepare the following items before starting setup with OS standard installer.

(1) Requirements for Setup
e To be obtained from Red Hat, Inc.

— ISO image file of Red Hat Enterprise Linux 6.5 Install DVD

Tips Download the ISO image file of Red Hat Enterprise Linux 6.5 (x86_64) from Red Hat
Network (https://rhn.redhat.com/), and create an install media.

— Update packages
kernel-2.6.32-431.17.1.el6.x86_64.rpm
kernel-devel-2.6.32-431.17.1.el6.x86_64.rpm
kernel-doc-2.6.32-431.17.1.el6.noarch.rpm
kernel-firmware-2.6.32-431.17.1.el6.noarch.rpm
openssl-1.0.1e-16.el6_5.14.x86_64.rpm
openssl-devel-1.0.1e-16.el6_5.14.x86_64.rpm

Important JA serious vulnerability (e.g., leakage of information on secret key) is found on
OpenSSL package that is bundled in RHEL6.5. Update the package to
openssl-1.0.1e-16.el6_5.14 or later.

Note Download the package from Red Hat Network (https://rhn.redhat.com/).

If registration number (RHN-ID) is not registered, register it according to Chapter 1 (2.1.3
(2) Registration to Red Hat Network).

When downloading the update package, write down the MD5 checksum described in Red
Hat Network.

e Accessories of the server
— Express5800/R320c-E4, R320c-M4 Installation Guide (Linux) (This manual)
— ft Server Control Software 9.0.5 for Red Hat Enterprise Linux 6.5 Install CD
e Prepare the following as needed:
— Environment that allows writing to DVD (for creating install media)

— A blank DVD (for creating install media)

(2) Registration to Red Hat Network

To use Red Hat Enterprise Linux, you must have RHN-ID (registration number for Red Hat Network). If you do
not have RHN-ID or it has expired, the software channel corresponding to subscription is not displayed.
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2.2 Setup with OS Standard Installed (Linux Manual Setup)

This section describes how to install an OS using OS standard installer.

Important }It is recommended to make a backup copy of user data as needed.

2.2.1 Setup flow

Setup according to the flowchart below.

2.2.2 Installing Red Hat Enterprise Linux 6.5

h

2.2.3 Installing Packages

.

2.2.4 Applying Initial Configuration Script

.

2.2.5 Updating packages

.

2.2.6 Installing ft Server Control Software

.

2.2.7 Before installing NEC ESMPRO Agent

.

2.2.8 Installing NEC ESMPRO Agent

.

2.2.9 Setting required after installing NEC ESMPRO Agent

.

2.3 Duplex LAN Configuration

.

2.4 Dual Disk Configuration

.

2.5 Connecting Optional Device (LAN, SAS, FC Card)

.

2.6 Creating Volume

.

2.7 Installing Bundled Software for the Server

.

2.8 Enabling OS Boot Monitoring Feature

h

2.9 Backing Up System Information
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2.2.2 Installing Red Hat Enterprise Linux 6.5

In this server, all the internal hard disk drives must be configured as RAID1 by software. RAID1 is composed of
pairs of hard disk drives installed in the same slot number of CPU/IO modules 0 and 1.

Follow the steps below to install Red Hat Enterprise Linux 6.5.

1. Make sure that PRIMARY LED on CPU/IO module 0 is lit according to Chapter 1 (2.1.1 Preparation
for hardware).

2. Be sure to disable OS Boot Monitoring feature according to Chapter 1 (2.1.2 Disabling OS Boot
Monitoring Feature).

Important JOS Boot Monitoring feature is enabled by the shipping default. Setup process will
fail if this feature is enabled.

Power on the server.
Insert Red Hat Enterprise Linux 6.5 Install Media into the optical disk drive of the server.

Reset (i.e. press <CtrI>+<Alt>+<Delete>) or power off/on to restart the server.

o o &~ w

Boot menu as shown below appears. Select "Install or upgrade an existing system" and press the
<Enter> key.

Helcome to Red Hat Enterprise Linux 6.5%

[install or upgrade an existing systen
Install system with basic video driver
Rescue installed system

Boot from local drive

Memory test

Press [Tabl to edit options

Automatic boot in 47 seconds...

RED HAT
ENTERPRISE LINUX® 6

Copyright © 2003-2010 Red Hat. Inc. and others. All rights reserved.

Tips If no access is made within the certain time of period, installer starts automatically and
proceed to the screen to confirm the install media.
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7. The Disc Found screen appears. Click [OK] if you need to check the install media, or [Skip] if not.

We lcone to Hed Hat Enterprise Linux For odib_ind

To begin testing the media before
installation press UK.

Choose Skip to skip the medla test
and start the installation.

Tips It is recommended to let the media checked to ensure that the install media is health. It
takes several minutes to several tens of minutes to check the media.

8.  Red Hat Enterprise Linux 6 screen appears. Click [Next].

RED HAT"
ENTERPRISE LINUX" 6

o & 308 00 e . e s

9. Language selection screen appears. Select [English (English)], and click [Next].

IR e vy et g e
2 lation process?
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10. Keyboard selection screen appears. Select the appropriate keyboard and click [Next].

e the appropriate keyboard for
stern

11. The screen to select a storage device for installing an OS. Select [Basic Storage Devices], and click
[Next].

What type of devics

‘sl

Note If the device needs to be re-initialized, a warning message is displayed. Confirm the status
of hard disk drive.

12. The screen to select installation type appears. Select [Fresh Installation], and click [Next].

a i your system. @ ta da?

Important J[Upgrade an Existing Installation] is not supported. Be sure to select [Fresh
Installation].

Tips This screen does not appear according to the system configuration.
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13. Enter the desired host name, and click [Next].

Canfigure Network
*

14. The screen to select time zone appears. Select the appropriate time zone and click [Next].

Please select the

Selocted city: New York, Am

fcallven wrk

% System clock uses UTC
4

Note Ensure to keep [System clock uses UTC] checked. Do not change this setting even after
installation as well. (By default, system clock is set to UTC.)

15. The screen to set root password appears. Enter the root password, and click [Next].

Foot Password

Confirm
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16. The screen to select partition layout type. Select [Create Custom Layout], and click [Next].

which type of installation would you like?

B K

Use All Space

Removes all partitions on the selected deviceisl. This Includes parttions crested by cther operating
systems

Tip: This option will remeve data from the selected device(s). Make sure you have backups.,

Replace Existing Linux System(s)
Removes only Linux partitans (crested from a previcus Linux installationl. This does not remave cther
partitions you may have on your storage device(s) (such as VFAT or FAT32).

Tip: This option will remeve data from the selected device(sl. Make sure you have backups.

Shrink Current System

Shrinks exisling partitions to create free space for the defaull layoul.

Use Free Space
Retalns your current data and partitans and wses only the unpartitoned space on the selectrd devioe
il assuming you have encugh free space available.

Create Custom Layout

Manually create your own wustom layout on the selecled device(s) using our partitioning tual.

oo @

17. The screen to configure partition is displayed. If any partition information remains, delete all the
information. If no partition information exists (new formatted hard disk drive), go to Step 18.

Device

~ Hard Drives

-
sdal
Free

< sdb
Free

26

Drive a (139713 MB) (Model: SEAGATE 5T91

Free
139200 MB.

Size | Mount Point/
(MB)  RAIDNolume ~ PE  Format
512 software RAID
139200
139713

Create ‘ Delete H Reset |

‘ 4mBack ‘ | ) Next |
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Deleting the partition information
Select the device to delete and click [Delete].
The message appears and prompts to confirm the deletion of the selected device. Click [Delete] to

delete.
If there is any remaining partition information on other devices, follow the same step to delete.

Drive /dev/sda (138713 MB) (Model: 5
Free
139200 MB
Size  Maunt Point/ Type Format

(MB)  RAIDValume

512 software RAID
Free 133200
= sdb
Free 139713

Confirm Delete

ﬁ You are about to defete all partitions on the device ‘Jdevfsda’.

Cancel [ Delate

Reset

Create

4 Back B Next

18. Create RAID device (md device).

Click [Create].

Please Select A Device

Size | Mount Point/ Type Format

Device (MB) | RAID/Volume
~ Hard Drives
- sda
Free 139713
< sdb
Free 139713

/7~ o\

S

£y
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Note Device names changes depending on the number of hard disk drives to be mounted. Check the device
name of each hard disk drive.
Device name
umber of hard disk drives 2 A 6 a @ | | s
Slot number
CPU module 0 Slot 0 sda | sda | sda | sda | sda | sda | sda | sda
CPU module 0 Slot 1 - |sdb|sdb |sdb|sdb|sdb| sdb | sdb
CPU module 0 Slot 2 - - |sdc | sdc | sdc | sdc | sdc | sdc
CPU module 0 Slot 3 - - - |sdd|sdd | sdd | sdd | sdd
CPU module 0 Slot 4 - - - - |sde | sde | sde | sde
CPU module 0 Slot 5 - - - - - | sdf | sdf | sdf
CPU module 0 Slot 6 - - - - - - | sdg | sdg
CPU module 0 Slot 7 - - - - - - - sdh
CPU module 1 Slot 0 sdb | sdc | sdd | sde | sdf | sdg | sdh | sdi
CPU module 1 Slot 1 - |sdd | sde | sdf | sdg | sdh | sdi | sdj
CPU module 1 Slot 2 - - | sdf | sdg | sdh | sdi | sdj | sdk
CPU module 1 Slot 3 - - - |sdh | sdi | sdj | sdk | sdI
CPU module 1 Slot 4 - - - - sdj | sdk | sdl | sdm
CPU module 1 Slot 5 - - - - - | sdl | sdm | sdn
CPU module 1 Slot 6 - - - - - - | sdn | sdo
CPU module 1 Slot 7 - - - - - - - sdp
Important |® Available partition layout is as shown below:
Mount point File System Device Size *1
Pattern 1
/boot ext4 mdO (RAID Level=1 Device=sdal,sdb1l) 512MB *2
Ivar/crash ext4 md1 (RAID Level=1 Device=sda2,sdb2) 24GB *3
swap swap md2 (RAID Level=1 Device=sda3,sdb3) riGO?eﬂa
/ ext4 md3 (RAID Level=1 Device=sda5,sdb5) 16GB
Free area *5 — — All rests
Pattern 2
/boot ext4 mdO (RAID Level=1 Device=sdal,sdb1l) 512MB *2
/var/crash ext4 md1 (RAID Level=1 Device=sda2,sdb2) 24GB *3
swap swap md2 (RAID Level=1 Device=sda3,sdb3) ri%rBec*)‘E‘.
/ ext4 md3 (RAID Level=1 Device=sda5,sdb5) 16GB
/home ext4 md4 (RAID Level=1 Device=sda6,sdb6) All rests
Pattern 3
/boot ext4 mdO (RAID Level=1 Device=sdal,sdb1l) 512MB *2
Ivar/crash ext4 md1 (RAID Level=1 Device=sda2,sdb2) 24GB *3
swap swap md2 (RAID Level=1 Device=sda3,sdb3) rﬁ%rBeazl
/ ext4 md3 (RAID Level=1 Device=sda5,sdb5) All rests
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*1 The partition size actually reserved slightly differs from that shown in the table.

*2 We recommend you to save 300 to 500 MB size partition as described above because
the latest kernel security and bug fixed should be additionally installed on the /boot
partition when using the system continuously.

*3 Keep the partition size of 24GB regardless of the amount of memory installed on this
server. If its partition size is smaller than the amount of installed memory, the following
warning message may be displayed while the system starts. But it is not problem in the
system

Warning: There might not be enough space to save a vmcore.
The size of UUID=<UUID> should be much greater than <file size> kilo bytes.

When the partition size is less than 24GB and the amount of installed memory, the
installation of ft Sever Control Software fails.

*4 The swap partition size depends on the amount of installed memory. Calculate swap
partition size according to the table below.

Amount of installed memory swap partition size
4GB or less 2GB

Larger than 4GB  16GB or less 4GB

Larger than 16GB  64GB or less 8GB

Larger than 64GB  256GB or less 16GB

*5 Free area can be used to create a partition. To add a partition, see the following section:

— Chapter 1 (2.6 Creating Volume)

e The disk pair of software RAID must be configured in combination of corresponding slot
numbers. The corresponding slot numbers are as follows. See the above "Note" column for
each device name.

— Slot 0 of CPU/IO module 0 and Slot 0 of CPU/IO module 1
— Slot 1 of CPU/IO module 0 and Slot 1 of CPU/IO module 1
— Slot 2 of CPU/IO module 0 and Slot 2 of CPU/IO module 1
— Slot 3 of CPU/IO module 0 and Slot 3 of CPU/IO module 1
— Slot 4 of CPU/IO module 0 and Slot 4 of CPU/IO module 1
— Slot 5 of CPU/IO module 0 and Slot 5 of CPU/IO module 1
— Slot 6 of CPU/IO module 0 and Slot 6 of CPU/IO module 1
— Slot 7 of CPU/IO module 0 and Slot 7 of CPU/IO module 1

) Configure all partitions (including a swap partition) with software RAID (LEVEL=1, number
of hard disk drives=2, number of spare hard disk drives=0).

® Ensure to create /var/crash partition, as ft Server Control Software requires exclusive one
for the dump.

) Use fdisk or df command to view the partition information or free space of hard disk drive.
® Do not place /usr on a separate partition from the rest of the root volume.

) LVM feature of hard disk drive including system partition is not supported.
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Select [RAID Partition] and click [Create].

Please Select A Device

Device Size | Mount Point/

(MB) RaD/Volume "YPE Format
= Hard Drives
= sda
Free 139713
v sdb
Free 139713

Create Partition
Standard Partition

Create Software RAID Information
= RAID Partition
Create IVM Information

LM Physical Volume

Cancel Create

N —

Create Reset

mBack i Next

Select one drive available and enter the size of it.

Click [OK] to add a patrtition.

Please Select A Device

Size | Mount Point/

Device MB]  RAIDNolume Type Format
= Hard Drives
Free 139713 =
T Maunt Paint:
Free 139713

File System Type: | software RAID o

Drive | Size Model

Allowable Drives: | | | sdb 139713 MB  SEAGATE 5T914685355

Size (MB): [s12 2
Additienal Size Options
@ Fixed size

) Fill all space up to (MB):

~ Fill to maximum allowable size
[ Force to be a primary partition
[ Enerypt

Cancel OK ’

Create Reset

4| Back ) Next
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Add a partition for the other drive by following the same steps.

Specify the same size as that of the previously added partition.
Verify that two RAID partitions are now created. Click [Create].
Select [RAID Device] and click [Create].

Please Select A Device

Size | Mount Point/

Dauice MB) RADMOlume  YPC Fognat
= Hard Drives
= sda
aral 512 software RAD
Free 139200
Create Storage
= adb ey
e Create Partition
£ahd 512 =oftM 1) standard Partition
Free 139200
Creale Sollware PAID Infermation
RAID Partition

@& |RAID Device

Create LVM Infermation

Cancel ' Create ’

P

0 =

dmBack B Next

LvM Physical velume

Configure mount point and file system type (select "swap" if it is a swap partition). Set the [RAID Level]
as "RAID1". Specify [RAID Members]. Click [OK].

Please Select A Device

Size  Mount Point

pevies (MB]  RAIDVolume

Type Format

= Hard Drives

- sda

sidal 512 software RAID

Free 139200

sefbl 512 Mount Paink: | /boat i

Free 139200 i
File System Type: | extd -
PAID Device: mdd z
RAID Level RAIDL 3

¥ sdal 512 MB

RAID Members: i~ 500)

Number of spares:

Encrypt
Cancel Ok >

N

Create Reset

4mBack i Next
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Verify that RAID device is created.

Create the necessary RAID devices with the same steps.

Device
= RAID Devices
mdd
= Hard Drives

= arda
sdal
Free

= sdb
sdbl
Free

Please Select A Device

Size | Mount Puank/

{MB) RAIDNblume  PE Format

511 /hoat Bexrd RE

512 mdo software RAID 7
139200

512 mdo software RAID
139200

Create |

Verify that all necessary patrtitions are created.
Click [Next] to proceed if there is no problem.
Please Select A Device
Device E’::’ :\“I‘[‘}mlnu'nr:i Type Format
= RAID Devices
mdo 511 Jboot enld v
mdl 24559 fvarjoash  extd v
md2 2045 swap v
md3 16367 | extd v
= Hard Drives
= =ia
sdal 512 mdi software RAID
sdaz 24576 mdl software RAID
sda3 2048 md2 software RAID
v sdad 112576 Extended
sda’ 16384 md3 software RAID
Free 96190
= st
sdbl 512 mdo software RAID "
sdb2 24576 mdl software RAID "
sdb3 2048 mdz software RAID "
= sdhd 112576 Extended
sdbt 16384 md3 software RAID
Free 9615
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Click [Write changes to disk].

Please Select A Device

Size  Maunt Paing/

B {MB) RAIDMVolume

Type Format

Writing storage configuration to disk

é The partitioning options you have selected will
E55  now be written to disk. Any data an deleted or
reformatted partitions will be last.

Go back Write changes to disk

Create Reset

mBack p Next

19. The screen to configure boot loader appears. Click [Next].

| Install beot loader on fdev/sda. | Change device

| Use a boot loader passward

Boot loader operating system list

Default Label Device Add
®  Red Hat Enterprise Linux fdevimd3 -
o Edit

Delete

= @
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20. The screen to select package set appears. Select [Customize now], and click [Next] to proceed.

The default installation of Red Hat Enterprise Linux is a basic server install. You can
optionally select a different set of software now.

= Basic Server
Database Server
Web Server
Idenitity Management Server
Wirtualization Host
Desklop
Software Development Workstation
Minimal

Please select any additional repositories that you want to use for software installation.

High Availability
Load Balancer J
7| Red Hat Enterprise Linux

=k Add additional software repositories 2! Modify repository

‘e can further customize the seltware selection now, or alter install via te software

management applicatios
customize fater

4mBack e

Note The ft Server Control Software does not support the package set "Virtualization Host".
The following add-ins are not supported.

e High Availability

e Load Balancer

e Resilient Storage

e Scalable Filesystem Support
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21. The detailed package group screen appears.

Select a package group marked with v" in the table below.

Base System
Backup Client
Base v
Compatibility libraries v
Console internet tools 4
Debugging Tools v
Dial-up Networking Support
Directory Client v
FCoE Storage Client
Hardware monitoring utilities v
Infiniband Support
Java Platform 4
Large Systems Performance v
Legacy UNIX compatibility v'*2
Mainframe Access
Network file system client v
Networking Tools VX3
Performance Tools 4
Perl Support v
Printing client
Ruby Support
Scientific support
Security Tools
Smart card support
Storage Availability Tools v
iSCSI Storage Client

*1 "tboot-"Version Information” - Performs a verified launch using Intel TXT" is not supported.

Click "Optional packages" and select the following package.
"logwatch-"Version Information” - A log file analysis program ]

*2  Click "Optional packages" and select the following package.
"dump-"Version Information" - Programs for backing up and restoring ext2/ext3 filesystems |

*3  Click "Optional packages" and select the following package.
"wireshark-"Version Information" - Network traffic analyzer ]
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*4

*5

*6

*7

36

Servers
Backup Server Ve
CIFS file server v

Directory Sever

E-mail server VX5

FTP server v

Identity Management Server

NFS file server v

Network Infrastructure Server VX6

Network Storage Server

Print Server

Server Platform v

System administration tools

Web Services

PHP Support v

TurboGears application framework

Web Server Vel

Web Servlet Engine

Databases

MySQL Database client v

MySQL Database server

PostgreSQL Database client v

PostgreSQL Database server v

Click "Optional packages" and select the following package.
"mt-st-"Version Information” - Tool for controlling tape drives|

Click "Optional packages" and select the following package.
"sendmail-"Version Information" - A widely used Mail Transport Agent (MTA) |
"sendmail-cf-"Version Information" - The files needed to reconfigure SendmailJ

Click "Optional packages" and select the following package.

"bind-"Version Information" - The Berkeley Internet Name Domain (BIND) DNS (Domain Name
System)server |

"bind-chroot-"Version Information"” - A chroot runtime environment for the ISC BIND DNS server,
named(8) J

"dhcp-"Version Information" - Dynamic host configuration protocol software |

Click "Optional packages" and select the following package.
I'squid-"Version Information” - The Squid proxy caching server |

Express5800/R320c-E4, R320c-M4 Installation Guide (Linux)



Chapter 1 Installing Operating System 2. Setting up Red Hat Enterprise Linux 6 Server

System Management

Messaging Client Support

SNMP Support v

System Management

Web-Based Enterprise Management

Virtualization

Virtualization

Virtualization Client

Virtualization Platform

Virtualization Tools

Desktops

Desktop VX8

Desktop Debugging and Performance Tools

Desktop Platform v
Fonts

General Purpose Desktop v
Graphical Administration Tools v

Input Methods

KDE Desktop

Legacy X Window System compatibility v

Remote Desktop Clients

X Window System VX9

*8 Applying initial configuration script deletes this package even if subscription-manager-gui package is
installed.

*9 Applying initial configuration script deletes this package even if subscription-manager-firstboot package
is installed.

Tips To use graphical login mode, select package group of "X Window System" and "Desktop".
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Applications

Emacs

Graphics Creation Tools

Internet Browser 4
TeX support
Technical Writing v

Development

Additional Development v
Desktop Platform Development v
Development tools v
Eclipse

Server Platform Development v

22. Select the necessary package groups and packages, and click [Next]. Installation of the selected
packages starts.

| BaseSystem 0 W =B

Servers _i ¥ Base

Web Services ¥ Compatibility librarles
Databases B @ Console Internet tools
System Management pAlc Debugging Tools
Virtualization T ] Dial-up Networking Support
Desktops 8 @ Directory Client
Applications 1] FCoE Storage Client

Development =£ +| Hardware monitoring utilities

Infiniband Support
@ ¥ Java Platform
¥ Large Systems Performance
¥ Legacy UNIX compatibility m
_i ] Mainframe Access
1 ¥ Network file system client
L ¥ Networking Tools
_} ¥l Performance Tools
! ¥| Perl Support

Languages

Client toals for connecting to a backup server and doing backups.

e e
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23.

24.

When the following screen appears, remove the install media, and click [Reboot]. The system
restarts.

. your fed Hat

be
E functioning of your system and installation of these updates s recommended after the reboot

If the package group of "X Window System" and "Desktop" is selected and installed, the Setup
Agent starts at the first time. Configure appropriately according to on-screen instructions.

Welcome

Therearea Leps to Lake befo
The  yeu

RED HAT
ENTERPRISE LINUX' &

Note Kdump is automatically configured in the procedure described later. Click [Forward] with
default setting.

Do not change settings of kdump.
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2.2.3 Installing Packages

Tips In this section, description is based on the assumption that the optical disk drive has been
mounted automatically. If the optical disk drive is not mounted automatically depending on
your environment, mount it on the desired location manually. If the mount destination
differs, substitute it for the actual destination appropriately.

Take the steps below to install packages in ft Server Control Software and NEC ESMPRO Agent.
1. Login the system with root user. If you login with graphical mode, select [Others...] to login.

2. Set the ft Server Control Software Install CD to optical disk drive. After a while, the drive will be
automatically mounted.

3. Run the following command to copy files.

| # /bin/cp -f /media/FT905380/ftsys/RHEL6.5/pkginst.sh /tmp

4.  Run the following command to unmount the media.

| # umount /dev/cdrom |

5. Remove the ft Server Control Software Install CD from optical disk drive, and insert the install media
of Red Hat Enterprise Linux 6.5. After a while, the media is automatically mounted.

6. Run the following command to install the package.

| # /tmp/pkginst.sh |

7. When installation completes, the following message is displayed.

| The install has completed.

8. Run the following command to unmount the media.

| # umount /dev/cdrom |

9. Remove the install media of Red Hat Enterprise Linux 6.5 from optical disk drive.
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2.2.4 Applying Initial Configuration Script

Tips In this section, description is based on the assumption that the optical disk drive has been
mounted automatically. If the optical disk drive is not mounted automatically depending on
your environment, mount it on the desired location manually. If the mount destination
differs, substitute it for the actual destination appropriately.

Initial Configuration Script provides various settings for stable operation of the system. Be sure to apply the
initial configuration script according to the steps below.

See Chapter 1 (2.12.1 Processing detail of initial configuration script) for details of initial configuration script.

1. Setthe ft Server Control Software Install CD to optical disk drive. After a while, the drive will be
automatically mounted.

2. Run the following command to apply initial configuration script.

# /media/FT905380/ftsys/RHEL6.5/nec_setup.sh

3. The following message appears when the configuration is applied. The system needs to be
rebooted, however, proceed to the next step.

Update done.

Finished successfully.
Please reboot your system.

4.  Run the following command to unmount the media.

# umount /dev/cdrom

5.  Remove the ft Server Control Software Install CD from optical disk drive.
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2.2.,5 Updating packages

Follow the steps below to update packages.

1. Store the package you have downloaded from Red Hat Network in the desired directory, and go to
that directory.

2. Make sure that package files are properly downloaded.

Compare the MD5 checksum described in Red Hat Network with the output result of command shown
below. If they match, files are successfully downloaded.

# md5sum kernel-2.6.32-431.17.1.el6.x86_64.rpm

# md5sum kernel-devel-2.6.32-431.17.1.el6.x86_64.rpm

# md5sum kernel-doc-2.6.32-431.17.1.el6.noarch.rpm

# md5sum kernel-firmware-2.6.32-431.17.1.el6.noarch.rpm
# md5sum openssl-1.0.1e-16.el6_5.14.x86_64.rpm

# md5sum openssl-devel-1.0.1e-16.el6_5.14.x86_64.rpm

3. Run the following command to update packages.

rpm -Uvh kernel-firmware-2.6.32-431.17.1.el6.noarch.rpm
rpm -Uvh kernel-2.6.32-431.17.1.el6.x86_64.rpm

rpm -Uvh kernel-doc-2.6.32-431.17.1.el6.noarch.rpm

rpm -Uvh kernel-devel-2.6.32-431.17.1.el6.x86_64.rpm
rpm -Uvh openssl-*

IO R W™

4.  Run the following command to reboot the system.

# reboot
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2.2.6 Installing ft Server Control Software

Tips In this section, description is based on the assumption that the optical disk drive has been
mounted automatically. If the optical disk drive is not mounted automatically depending on
your environment, mount it on the desired location manually. If the mount destination
differs, substitute it for the actual destination appropriately.

Follow the steps below to install ft Server Control Software.

1. Login the system with root user. If you login with graphical mode, select [Others...] to login.

2. Setthe ft Server Control Software Install CD to optical disk drive. After a while, the drive will be
automatically mounted.

3.  Enter the following command to confirm whether all the RAID devices are synchronized. (If they are
in the middle of resync process, wait until the process completes before you move on to the next
step.)

‘ # cat /proc/mdstat |

4.  Run the following command to install ft Server Control Software.

‘ # /media/FT905380/ftsys/RHEL6.5/install.sh |

5.  The following message appears when installation completes.

‘ Enter YES to reboot now or NO to allow a manual reboot later: L[YESJ] |

6. Press the <Enter> key to reboot the system.

Tips After ft Server Control Software has been installed, the system starts with text login mode
(run level 3).

The indication on screen may be corrupted when the system is shutdown or rebooted.
However, end processing is normally terminated.
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2.2.7 Before installing NEC ESMPRO Agent

Take the steps below before starting installation of NEC ESMPRO Agent.

44

1. Login the system with root user.

2. When monitoring the server using NEC ESMPRO Agent from NEC ESMPRO Manager, use SNMP.

To perform remote shutdown, local polling, and to change threshold from NEC ESMPRO Manager,
modify the SNMP environment file (/etc/snmp/snmpd.conf) to set a community privilege to "read
write" for ESMPRO MIB, and restart snmpd. If these features are not used, the community privilege
can be "read".

When NEC ESMPRO Agent is installed by using rpm command, it adds the following information to
snmpd. conf to cope with SNMP request from ESMPRO MIB and Ethernet Like MIB.

dlmod ntpass /opt/nec/esmpro_sa/lib/ntpass.so
ntpass .1.3.6.1.4.1.119.2.2.4.4 (ESMPRO MIB)
ntpass .1.3.6.1.2.1.10.7 (Ethernet Like MIB)

In the following example, "read write" privilege is given to every MIB(.1) in default community (public).

fi3:3:3:3
# First, map the community name "public” into a "security name"

# sec.name source community
com2sec notConfigUser default public
HEHH

# Second, map the security name into a group name:

# groupName securityModel securityName

group notConfigGroup v1 notConfigUser

group notConfigGroup v2c notConfigUser

fi3:3:3:3

# Third, create a view for us to let the group have rights to:

# name incl/excl subtree mask(optional)

#view systemview included .1.3.6.1.2.1.1

#view jew included .1.3.6.1.2.1.25.1.1

view all included | 80

HEHH

# Finally, grant the group read-only access to the systemview view.

# group context sec.model sec.level prefix read write notif
#access notConfigGroup "" any noauth exact__systemview none none
access notConfigGroup "" any noauth exac all all none

For detailed information, refer to help of snmpd.conf.

Use man command to open snmpd.conf file.

# man snmpd.conf
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3. Confirm the setting of run level 3, 5 in snmpd.

# /sbin/chkconfig --list snmpd
snmpd O:off 1:0ff 2:0ff 3:0ff b:off 5:o0ff 6:0ff

on: No need to change setting of snmpd.

off: Change setting of snmpd, and restart snmpd.

# /sbin/chkconfig --level 35 snmpd on
# service snmpd start

4.  Confirm the setting of run level 3, 5 in rpchind.

# /sbin/chkconfig --list rpcbind
rpcbind O:off 1:0ff 2:0ff 3:0ff b:off 5:0ff 6:0ff

on: No need to change setting of rpcbind.

off: Change setting of snmpd, and restart rpcbind.

# /sbin/chkconfig --level 35 rpcbind on
# service rpcbind start
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2.2.8 Installing NEC ESMPRO Agent

Tips In this section, description is based on the assumption that the mount source of optical disk
drive is "/dev/scd0", and destination is "/media". If the mount destination differs, substitute it
for the actual destination appropriately. If the optical disk drive is automatically mounted,
you need not mount it.

Follow the steps below to install NEC ESMPRO Agent.
1. Login the system with root user.

2. Insert the ft Server Control Software Install CD into optical disk drive of the server, and mount it by
running the following command.

# mount -r -t is09660 /dev/scd0 /media

3. Move to the directory where NEC ESMPRO Agent is stored, and execute install script.

# cd /media/esmpro_sa/
# rpm -ivh Esmpro-*

4. Remove the ft Server Control Software Install CD from optical disk drive of the server.

# cd / ; eject /media

If eject command fails to eject CD, unmount it, and remove the ft Server Control Software Install CD from
optical disk drive manually.

5. Restart the system.

# reboot
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2.2.9 Setting required after installing NEC ESMPRO Agent

NEC ESMPRO Manager uses the following network port when it monitors the server where NEC ESMPRO
Agent is installed.

When configuring access control on your server, allow these ports as accessible.

As for "Auto-assign" in the table, OS assigns available port within the certain range. Accordingly, these ports
cannot be fixed. The available range is described in the following file.

# cat /proc/sys/net/ipv4/ip_Llocal_port_range

Between NEC ESMPRO Agent and NEC ESMPRO Manager

NEC ESMPRO L NEC ESMPRO
Features Direction Remarks
Agent Manager
Automatic registration (SNMP) “— snmp
e 161/ud 161/ud
Server monitoring (SNMP) udp - udp
) snmp-trap
Report to Manager (SNMP) Auto-assign - 162/udp
Report to Manager . -
. Auto- 31134/t
(TCP/IP in Band, TCP/IP Out-of-Band) | /0-@s1d" - P

* If left and right arrows are shown in Direction column, an upper arrow shows the direction at start-up, and the
lower shows the return.

* Port numbers not used by SNMP can be changed on alert setting screen.

* Shown below is an example of ports opened on firewall. Setting must be saved finally.

# iptables -I INPUT p udp --dport 161 -s <IP address of NEC ESMPRO Manager> -j ACCEPT
# iptables -I OUTPUT -p udp --dport 161 -j ACCEPT

# iptables -I OUTPUT -p udp --dport 162 -j ACCEPT

# iptables -I OUTPUT -p tcp --dport 31134 -j ACCEPT

# service iptables save

NEC ESMPRO Agent uses the following internal ports. When configuring access control on your server using
iptables or TCP Wrapper, allow these ports as accessible.

Between NEC ESMPRO Agent and another NEC ESMPRO Agent

Feature Port number

rpcbind 111/tcp
111/udp

NEC ESMPRO Agent Auto-assign
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2. Setting up Red Hat Enterprise Linux 6 Server

2.3 Duplex LAN Configuration

The server builds duplex LAN configuration by using onboard and additional LAN adapters.

2.3.1 Network Configuration

This server needs to be run with duplex LAN configuration.

For duplicating LAN, the mode for bonding is used.

The default setting of bonding is active-backup(mode=1).

LAN duplication is achieved by pairing network interfaces of PCI slots in CPU/IO module 0 and network
interfaces in the same PCI slots in CPU/IO module 1.

The network interface names are based on the naming convention as described in the table below.

PCI slot and network interface name

PCI slot Port | CPU/IO module 0 | CPU/IO module 1
1G LAN connector #1 eth100600 (1) eth110600 (1)
#2 eth100601 (2) eth110601 (2)
10G LAN connector * | #1 eth101200 (3) eth111200 (3)
#2 eth101201 (4) eth111201 (4)
PCl slot 1 #1 | eth100100 (5) eth110100 (5)
#2 | eth100101 (6) eth110101 (6)
PCl slot 2 #1 | eth100200 (7) eth110200 (7)
#2 | eth100201 (8) eth110201 (8)
PCl slot 3 * #1 | eth100300 (9) eth110300 (9)
#2 | eth100301 (10) eth110301 (10)
PCl slot 4 * #1 eth100400 (11) eth110400 (11)
#2 eth100401 (12) eth110401 (12)

* R320c-E4 model does not have 10G LAN connector, PCI slot 3, and PCI slot 4.

Tips The number enclosed with brackets in the CPU/IO module column is slot numbers
allocated by vndctl command described later. The slot numbers are allocated one-to-one to

each interface pair.
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2.3.2 Setting Duplex LAN Configuration

Use vndctl command to configure duplex LAN.

Following is an example when configuring the network as shown in <Configuration detail>. For 1G LAN
connector, since the dual network is achieved with eth100600 and eth110600 combined as bondO, and
eth100601 and eth110601 as bond1 at this point, perform only network configuration (step 2 and after).

<Configuration detail>
Slot number: 5
Network interface name (CPU/IO module 0): eth100100
Network interface name (CPU/IO module 1): eth110100
IP address: 192.168.0.101
Subnet mask: 255.255.255.0
Default gateway: 192.168.0.1

Important |® You must perform this operation as aroot user.

e If you implement configurations on IP address, subnet mask or default gateway
on the bonding interface, you must use the vndctl command. For other network
configuration items, manually configure them by referring to such an online
manual page of the man command.

e Stop the running interface with the following command before the setup, then go
to Step 2.

# vndctl down <slot number>

1. Run the following command to construct the network interfaces (eth100100 and eth110100)
installed in slot 5 as the bonding interface.

‘ # vndctl add 5 |

2. Run the following command to configure the network settings (the parts with * are to be specified by
a user) on the bonding interface that has been constructed. For default gateway, you can omit the
process by pressing the <ENTER> key without specifying anything.

# vndctl config 5

LVirtual Network Settingl

*Boot Protocol? L[none/dhcp/bootpl none
*IP address? 192.168.0.101

*Netmask? 255.255.255.0

*Default gateway (IP)? 192.168.0.1

*Are you sure to set it? Ly/nl y

DEVICE=bond?2

ONBOOT=yes

BOOTPROTO=none
IPADDR=192.168.0.101
NETMASK=255.255.255.0
GATEWAY=192.168.0.1
BONDING_OPTS="miimon=100 mode=1"
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3.

4.

Run the following command to activate the bonding interface that has been constructed.

# vndctl up 5

Run the following command to check if bond2 is configured in slot 5 and the statuses of network
interface eth100100 and eth110100 are shown as "DUPLEX".

# vndctl status

--Virtual Network Status--

BondingDevice Slot Status InetAddress RXErrors TXErrors Collisions

bond0 1 ONLINE - 0 0 0

bond1 2 ONLINE - 0 0 0

bond2 5 ONLINE 192.168.0.101 0 0 0

bond3 OFFLINE - 0 0 0

bond4 OFFLINE - 0 0 0

bond5 OFFLINE - 0 0 0

bondé OFFLINE - 0 0 0

bond7 OFFLINE - 0 0 0

bond8 OFFLINE - 0 0 0

bond9 OFFLINE - 0 0 0

bond10 OFFLINE - 0 0 0

bond11 OFFLINE - 0 0 0

Slot RealDevice Status Interface LinkState LinkSpeed

1 top eth100600 DUPLEX UP LINK 1000Mb/s-FD
bottom eth110600 DUPLEX UP LINK 1000Mb/s-FD

2 top eth100601 DUPLEX UP LINK 1000Mb/s-FD
bottom eth110601 DUPLEX UP LINK 1000Mb/s-FD

5 top eth100100 DUPLEX UP LINK 1000Mb/s-FD
bottom eth110100 DUPLEX UP LINK 1000Mb/s-FD

<Example of items>
[Bonding interface]

BondingDevice Name of bonding interface
Slot Slot number
Status Status of bonding interface
Status Description
ONLINE Online
OFFLINE Offline
BROKEN Failure on both interfaces, or disconnected
InetAddress IP address
RXErrors Number of received error packets
TXErrors Number of sent error packets
Collisions Number of packet collisions

[Network interface]

Slot Slot number

RealDevice Network interface name

Status Status of network interface

Status Description

DUPLEX Both interfaces are active
SIMPLEX Only one interface is active
BROKEN Failure or disconnected

Interface Startup status of interface (UP/DOWN)

LinkState Connection status of LAN cable (LINK/NOLINK)

LinkSpeed LAN transfer speed [Mb/s-FD]

Now the duplication of LAN is successfully completed.
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2.4 Dual Disk Configuration

You can skip this section if hard disk drives in your system have been duplicated. Go to Chapter 1 (2.5
Connecting Optional Device (LAN, SAS, FC Card).

Important |® You must perform this operation as a root user.

e |If you add hard disk drives, be sure to configure redundancy on them according
to the steps described below.

2.4.1 Disk configuration

RAID1 must be configured for all the internal hard disk drives in this server. This server is composed of RAID1
by software. RAID1 is configured with the hard disk drives installed in the same slot number of CPU/IO modules
0 and 1, as shown in the figure below.

Slot 1 Slot 3 Slot 5 Slot 7

Slot 4 Slot 6

SaPalaD,
OX0S0-C
9506065

[T1L

o@o ggoggaooooooooo oﬂooo§oa?oo ooo®o a2o!
0 e s ’%“.:ofnnna o o =0 ac’o O90R0!
-, © 0 0 ©0 w0 w0 w0 -l 500069896°69658

Slot 0 Slot 2 Slot 4 Slot 6

Slot 1 Slot 3 Slot 5 Slot

Corresponding slot

CPU/IO module 0  Slot 0 «—— CPU/IO module 1  Slot 0

CPU/IO module 0  Slot 1 «—— CPU/IO module 1  Slot 1
CPU/IO module 0 Slot 2 «—— CPU/IO module 1 Slot 2
CPU/IO module 0 Slot 3 «—— CPU/IO module 1 Slot 3
CPU/IO module 0  Slot 4 «—— CPU/IO module 1  Slot 4

CPU/IO module 0 Slot 5 «— CPU/IO module 1  Slot 5
CPU/IO module 0  Slot 6 «— CPU/IO module 1  Slot 6
CPU/IO module 0  Slot 7 «—— CPU/IO module 1  Slot 7
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The actual operation (e.g. mounting a disk) for partition is performed to the RAID device (md) which is
configured by software RAID.

Use [2 List Internal Disks] of ftdiskadm command to confirm hard disk drive information.

# ftdiskadm

Command action

1 List RAID Arrays
List Internal Disks
Make Mirroring Arrays (RAIDT)
Repair Mirroring Arrays (RAID1)
Delete Mirroring Arrays (RAID1)
Remove Disk Partitions (RAID1)
Make Striping Array (RAID1+0)
Delete Striping Array (RAID1+0)
Configurations
Quit

2 0 00N OV &~ W N

Command: 2

[List Internal Disksl

Slot Name Lusel Information (Vendor/Model/Serial) path
1 sda(sdq) [3] AAA/BBB/#CCC h0c0t0LO
2
3
4
5
6
7
8 -
9 sdi(sdr) [31] AAA/BBB/#DDD h1c0t0LO
10
11
12
13
14
15
16 -
<Example of items>
Slot Slot number used in ftdiskadm command (*1)
Name Device name (kernel device name)
"-" is displayed for hard disk drive that is not recognized by kernel.
use Current mount count
Information  Vendor name / model / serial number
path SCSI path

Displayed as h<HOST number>c<CHANNEL number>t<TARGET number>I<LUN>.
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*1 In ftdiskadm command, slot numbers of the hard disk drive are allocated as shown below.

Physical slot number Slot number used in ftdiskadm command
Slot 0 (CPU/IO module 0) Slot 1
Slot 1 (CPU/IO module 0) Slot 2
Slot 2 (CPU/IO module 0) Slot 3
Slot 3 (CPU/IO module 0) Slot 4
Slot 4 (CPU/IO module 0) Slot 5
Slot 5 (CPU/IO module 0) Slot 6
Slot 6 (CPU/IO module 0) Slot 7
Slot 7 (CPU/IO module 0) Slot 8
Slot 0 (CPU/IO module 1) Slot 9
Slot 1 (CPU/IO module 1) Slot 10
Slot 2 (CPU/IO module 1) Slot 11
Slot 3 (CPU/IO module 1) Slot 12
Slot 4 (CPU/IO module 1) Slot 13
Slot 5 (CPU/IO module 1) Slot 14
Slot 6 (CPU/IO module 1) Slot 15
Slot 7 (CPU/IO module 1) Slot 16
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2.4.2 Duplicating hard disk drives

Use ftdiskadm command to duplicate hard disk drives.

The following is a configuration example of duplication of hard disk drives installed in Slot 2 (Slot 1 of CPU/IO
module 0) and Slot 10 (Slot 1 of CPU/IO module 1).

1. Select [3 Make Mirroring Arrays (RAID1)] on ftdiskadm to create an arbitrary partitions in hard disk
drive specified by the Slot number. The created partition is copied to its corresponding pair disk
automatically to create duplication.

# ftdiskadm

Command action

1 List RAID Arrays
List Internal Disks
Make Mirroring Arrays (RAIDT)
Repair Mirroring Arrays (RAID1)
Delete Mirroring Arrays (RAID1)
Remove Disk Partitions (RAID1)
Make Striping Array (RAID1+0)
Delete Striping Array (RAID1+0)
Configurations
Quit

20 0o 00 ~NOoONuUV &~ WDN

Command: 3

[Make Mirroring Arrays (RAID1)1]
* Which scsi SLOT? L1-T60 2 =--ccmmmmmm e e e e e i e e e - *1)

Making the disk partition table: SLOT=2 SIZE=139705(MB)
Reserved for the last partition: SIZE=1024(MB)
* How many partitions? [1-14] 3 -cccmmmmmmm e i e e e e eaaaa (*2)
Input the SIZE of partition 1 [1-138680(MB)1 50000
Input the SIZE of partition 2 [1- 88681(MB)1 50000
partition 3 39705
* Input the LABEL [1-12 character(s)d--cccmmmm e e e e e e eeeaaas (*3)
Are you sure to create it? Ly/nl y

* ¥

*

*1  Enter the slot number of the disk you want to configure duplication. The slot number of the pair disk
(10) is also available.

*2  Specify the number of partitions to be created.
Then specify the size for each partition by MB. The remainder is automatically allocated to the
partition with the last number. As for partition number, after 3 comes 5, followed in ascending order.
Since a certain amount of volume is reserved for the last partition, the range of values that can be
specified is smaller than that of the actual disk space. The value of actual partition volume varies
slightly depending on the disk configuration.

*3  If necessary, specify the disk volume label.
If the hard disk drive is used with a single partition, the entered value is used as a volume label. If
the hard disk drive is used with multiple partitions, "<entered value>_s<partition number>" is used
for volume label. The volume labels specified here can be modified later by commands such as
e2label.
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2. Select [1 List RAID Arrays] on ftdiskadm to verify the disks are duplicated.

# ftdiskadm

Command action

1 List RAID Arrays
List Internal Disks
Make Mirroring Arrays (RAIDT)
Repair Mirroring Arrays (RAID1)
Delete Mirroring Arrays (RAID1)
Remove Disk Partitions (RAID1T)
Make Striping Array (RAID1+0)
Delete Striping Array (RAID1+0)
Configurations
Quit

2 0 00N OV &~ W N

Command: 1

[List RAID Arraysl]

Name Partition (Label) Status Member

< Mirroring Array (RAID1) >

md0 /boot ( ) DUPLEX (1) sda1 (9)sdi1
md1 /var/crash ( ) DUPLEX (1)sda2 (9)sdi2
md?2 swap ( ) DUPLEX (1)sda3 (9)sdi3
md3  / - DUPLEX (1)sda5 (10)sdi5
md4 ( ) DUPLEX (2)sdb1 (10)sdj1
md5 - DUPLEX (2)sdb?2 (10)sdj2
mdé ( ) DUPLEX (2)sdb3 (10)sdj3
<Example of items>
Name RAID device name
Partition Mount point
If this column is blank, it means the partition is not mounted.
Labe Volume label of file system. "-" is displayed when no label is specified.
Status Status of RAID device
Status Description
DUPLEX Successfully duplicated.
SIMPLEX Only one RAID is incorporated. A member that is not incorporated is

not displayed. In this case, recovery is required.

RECOVERY (XX.X%) | The devices out of redundant configuration is rebuilt (resynchronized).
Upon completion, DUPLEX is displayed.

RESYNC(XX.X%) Redundant configuration is being recalculated.

CHECK(XX.X%) Data consistency is being checked.

REPAIR(XX.X%) Data consistency is checked and/or recovered.

RESYNC Wait for recovery, resynchronization, data consistency check, or

repair. If "R" is added to Member column, that member is on standby
for recovery.

Member The information on members that constitute RAID is displayed in the format of "(slot
number) device name". If there is an error and the member is out of the RAID, "F" is
displayed on the left and needs to be recovered.

Important JWhen the RAID device is in this status "RESYNC", "RECOVERY", "CHECK" or
"REPAIR", do not insert or remove the hard disk drive, halt or restart the system.
Wait until the status is turned to "DUPLEX".

This completes configuration of hard disk drive duplication.
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2.4.3 Notes on configuring hard disk drive

If ftdiskadm is used to configure duplication of hard disk drive, Fast Resync feature is enabled by default. This
feature shortens the recovery time of partitions in the hard disk drives when the partitions are isolated from
redundant configuration. Upon recovery, only refreshed data from the running hard disk drive is copied onto the
disk that is isolated from the redundant configuration. If this feature is disabled, all the data is copied onto the
hard disk drive. Therefore, enabling the feature can shorten the time required for recovery.

Fast Resync will not work when the hard disk drive is replaced with new one.

Important J The system may not operate properly when this feature is disabled. Always enable
this feature.

2.4.4 Creating Striping Array

Striping array (RAID 0) is a RAID device that distributes 1/0 requests issued to striping array to each member.

This feature improves the I/O capacity and data writing/reading speed on striping array. Available disk capacity
on striping array is the total of all members, which is different from RAID1 device in redundant configuration.
You must prepare individual hard disk drives for the members of striping array to improve 1/O capacity.

When you configure striping array only, the whole array will be unavailable and the fault tolerance becomes low
if a failure occurs on any of the members. However, you can configure the devices that have both fault tolerance
and 1/O capacity (called "RAID1+0 device" in ftdiskadm) by configuring the member of the array with RAID1
devices.

Important |® You must perform this operation as a root user.

e You must add 4 or more hard disk drives to utilize the feature of striping array
when you create the array using ftdiskadm.

e When you create striping array using ftdiskadm, you must make backup copy of
data because the data written on the existing RAID1 device will be erased.

e Itisrecommended to use RAID1 devices of the same capacity to be included in
striping array to maximize the feature.

Use ftdiskadm command to create striping array.

The following procedure is an example of configuring striping array using RAID1 device md4 in Slots 2 and 10
and RAID1 device md6 in Slots 3 and 11.
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1. Run ftdiskadm command and select "1 List RAID Arrays" to check if statuses of md4 and mdé6 are
"DUPLEX" and there is no description in Partition (not mounted).

# ftdiskadm

Command action

1 List RAID Arrays
List Internal Disks
Make Mirroring Arrays (RAIDT)
Repair Mirroring Arrays (RAID1)
Delete Mirroring Arrays (RAID1)
Remove Disk Partitions (RAID1T)
Make Striping Array (RAID1+0)
Delete Striping Array (RAID1+0)
Configurations
Quit

2 0 00N OV &~ W N

Command: 1

[List RAID Arraysl]

Name Partition (Label) Status Member

< Mirroring Array (RAID1) >

md0 /boot « - DUPLEX (1) sda1 (9)sdi1
md1 /var/crash « - DUPLEX (1)sda2 (9)sdi2
md?2 swap - DUPLEX (1)sda3 (9)sdi3
md3 / - DUPLEX (1) sda5 (9)sdi5
md4 « - DUPLEX (2)sdb1 (10)sdj1
md5 - DUPLEX (2)sdb2 (10)sdj2
mdé « - DUPLEX (3)sdc1 (11) sdk1
md?7 - DUPLEX (3)sdc2 (11)sdk2

2. Select [7 Make Striping Array (RAID1+0)] on ftdiskadm to add RAID1 device into striping array. For
the RAID1 device md4 and md6, enter "4,6". The screen shows the message that the process is
going on. If the screen does not show any error and goes back to the main menu of ftdiskadm,
striping array is properly created.

# ftdiskadm

Command action

1 List RAID Arrays
List Internal Disks
Make Mirroring Arrays (RAIDT)
Repair Mirroring Arrays (RAID1)
Delete Mirroring Arrays (RAID1)
Remove Disk Partitions (RAID1T)
Make Striping Array (RAID1+0)
Delete Striping Array (RAID1+0)
Configurations
Quit

20 0o 00 ~NOoONuUV &~ WDN

Command: 7

[Make Striping Array (RAID1+0)1]
* Which raid1 device numbers? ['?' for helpl => 4,6
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3. Select [1 List RAID Arrays] on ftdiskadm to check if the striping array md8 (RAID device name is
automatically assigned) is created, its Status is "ACTIVE", and md4 and md6 are displayed in
Member column.

# ftdiskadm

Command action

1 List RAID Arrays
List Internal Disks
Make Mirroring Arrays (RAIDT)
Repair Mirroring Arrays (RAID1)
Delete Mirroring Arrays (RAID1)
Remove Disk Partitions (RAID1)
Make Striping Array (RAID1+0)
Delete Striping Array (RAID1+0)
Configurations
Quit

2 0 00N OV &~ W N

Command: 1

[List RAID Arraysl]

Name Partition (Label) Status Member

< Striping Array (RAID1+0) >

md8 «-) ACTIVE md4 mdé

< Mirroring Array (RAID1) >

md0 /boot =) DUPLEX (1)sda1 (9)sdi1

md1 /var/crash « - DUPLEX (1)sda2 (9)sdi2

md?2 swap - DUPLEX (1)sda3 (9)sdi3

md3 / « - DUPLEX (1)sda5 (9)sdi5

md4 «-) DUPLEX (2)sdb1 (10)sdj1
md5 « - DUPLEX (2)sdb2 (10)sdj2
mdé « - DUPLEX (3)sdc1 (11) sdk1
md7 «-) DUPLEX (3)sdc2 (11)sdk?2

This is the end of the procedure to create striping array. The file system of the created striping array is ext4. If
you want to change the file system name, use mkfs command.
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2.3 Connecting Optional Device (LAN, SAS, FC Card)

If LAN card, FC card, and internal hard disk drive are additionally installed, they must be duplicated.
For how to configure them, see the section below:

LAN card: Chapter 1 (2.3 Duplex LAN Configuration)

Internal hard disk drive: Chapter 1 (2.4 Dual Disk Configuration)

FC card: Chapter 2 (5.7.5 (2) N8803-038 Fibre Channel Board Set) in Maintenance Guide.
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2.6 Creating Volume

If there is free disk space in the hard disk drive that contains an OS, you can add a volume. In the example
below, create a partition of 1024MB in free space of hard disk drive to create RAID1 device md4 in the hard disk
drives with OS installed in Slot 1 (slot 0 of CPU/IO module 0) and Slot 9 (slot 0 of CPU/IO module 1).

Important JYou must perform this operation as aroot user.

1. Check the device name of the hard disk drive with OS and the RAID device being used by selecting
[1 List RAID Arrays] in ftdiskadm.

The following example shows that the names of hard disk drives with OS are /dev/sda and /dev/sdi,
respectively. The RAID device names are md0 to md3.

# ftdiskadm

Command action

1 List RAID Arrays
List Internal Disks
Make Mirroring Arrays (RAIDT)
Repair Mirroring Arrays (RAID1)
Delete Mirroring Arrays (RAID1)
Remove Disk Partitions (RAID1)
Make Striping Array (RAID1+0)
Delete Striping Array (RAID1+0)
Configurations
Quit

20 0o 00 ~NOoONuUV &~ WDN

Command: 1

[List RAID Arraysl]

Name Partition (Label) Status Member

< Mirroring Array (RAID1) >

md0 /boot - ) DUPLEX (1) sda1 (9)sdi1
md1 /var/crash « - DUPLEX (1)sda2 (9)sdi2
md?2 swap - DUPLEX (1)sda3 (9)sdi3
md3 / - DUPLEX (1)sda5 (9)sdi5
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2. Run fdisk command to check free space in hard disk drive containing an OS. Then create a partition
/dev/sda6. Then create a partition /dev/sdi6 of the same size in the same manner.

# fdisk /dev/sda
Command (m for help): P =--emccmmmmm e i e i eieice e *1)

Disk /dev/sda: 146.5 GB, 146500042752 bytes

255 heads, 63 sectors/track, 17810 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
I/0 size (minimum/optical): 512 bytes / 512 bytes
Disk identifier: 0x000a3934

Device Boot Start End Blocks Id System
/dev/sda1l * 1 66 524288 fd Linux raid autodetect
Partition 1 does not end on cylinder boundary.
/dev/sda?2 66 3199 25165824 fd Linux raid autodetect
/dev/sda3 3199 4243 8388608 fd Linux raid autodetect
/dev/sda4 4243 17811 108986368 5 Extended
/dev/sda5 4243 6332 16777216 fd Linux raid autodetect
Command (m for help): N --cemmmmm e i i i i i e e e e eceeea e (*2)

First cylinder (6332-17811, default 6332):
Using default value 6332
Last cylinder, +cylinders or +size{K,M,G} (6332-17811, default 17811): +1024M

Command (m for help): t ---c-mmmm o e s (*3)
Partition number (1-6): 6 ---ccmmmmmmm i i i e e e e e e e (*4)
Hex code (type L to Llist codes): fd -----mmmmmmmmm e (*5)

Changed system type of partition 6 to fd (Linux raid autodetect)

Command (m for help): W ---cmcmmmm i e e i i e e e e (*6)
The partition table has been altered!

Calling ioctl() to re-read partition table.

WARNING: Re-reading the partition table failed with error 16: Device or resource
busy.

The kernel still uses the old table. The new table will be used at

the next reboot or after you run partprobe(8) or kpartx(8)

Syncing disks.

*1 Check the free space with command "p".
*2 Create a partition with command "n".

*3 Change Id with command "t".

*4 Specify the partition number "6".

*5 Be sure to specify "fd".

*6 Save changes with command "w".

3. Run the following command to reboot the system.

# reboot
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4.  Specify the new partition /dev/sda6, /dev/sdi6, and create RAID1 device md4.

# mdadm -C /dev/md4 --metadata=1.1 --bitmap=internal --level=1 --raid-devices=2 /dev/sd[ailé

(Enter 'y' against the message as shown below:)

mdadm: /dev/sdaé appears to be part of a raid array:
level=raid1 devices=2 ctime=Wed Jul 2 16:47:38 2014

mdadm: /dev/sdié appears to be part of a raid array:
level=raid1 devices=2 ctime=Wed Jul 2 16:47:38 2014

Continue creating array? y

mdadm: array /dev/md4 started.

5. Create afile system in RAID1 device md4.

# mkfs -t ext4 /dev/mdé

6. On[1 List RAID Arrays] of ftdiskadm, check if the RAID1 device (md4) is created.

# ftdiskadm

Command action

1 List RAID Arrays
List Internal Disks
Make Mirroring Arrays (RAIDT)
Repair Mirroring Arrays (RAID1)
Delete Mirroring Arrays (RAID1)
Remove Disk Partitions (RAID1T)
Make Striping Array (RAID1+0)
Delete Striping Array (RAID1+0)
Configurations
Quit

20 0o 0o ~NOoONuUV &~ WDN

Command: 1

[List RAID Arraysl]

Name Partition (Label) Status Member

< Mirroring Array (RAID1) >

md0 /boot « - DUPLEX (1) sda1 (9)sdi1
md1 /var/crash « - DUPLEX (1)sda2 (9)sdi2
md?2 swap - DUPLEX (1)sda3 (9)sdi3
md3 / - DUPLEX (1) sda5 (9)sdi5
md4 « - DUPLEX (1)sdaé (9)sdib

7. Update /etc/mdadm.conf file.

# cp —a /etc/mdadm.conf /etc/mdadm.bak

# echo 'DEVICE partitions' > /etc/mdadm.conf

# mdadm --detail --scan -v | grep '~ARRAY' >> /etc/mdadm.conf
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8.  Update /boot image file.

# mv /boot/initramfs-'uname -r'.img /boot/initramfs-'uname -r'.img.bak

# dracut /boot/initramfs-'uname -r'.img 'uname -r'

9.  Run the following command to reboot the system. After reboot, perform Step 6 to check if RAID1
device md4 is displayed.

# reboot

Important

The system may fail start normally if /etc/mdadm.conf and boot image file are not
created correctly in Steps 7 and 8.

If the system fails to start, you can restore the backup file you have created in earlier
steps to start the system. However, the created volume will be erased.

Restart the system before using the created volume to check if it is correctly
created.

This completes creation of volume.
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2.4 Installing Bundled Software for the Server

NEC ESMPRO Manager are contained in EXPRESSBUILDER.

(1) Installing bundled software (see Chapter 2)

Install the bundled software and configure it according to Chapter 2.

2.8 Enabling OS Boot Monitoring Feature

Enables OS Boot Monitoring feature.

Set OS Boot Monitoring feature to Enabled on BIOS SETUP. Then, specify the timeout time for OS Boot
Monitoring Timeout parameter appropriately.

Tips Specify the timeout time in seconds. Default setting is 600 seconds (10 minutes).

» Sustem Management
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2.9 Backing Up System Information

It is recommended to write down your system information when you finish system setup.

With backup copy of system information, the information and settings that are specific to your server can be
restored after the server is repaired. Take the steps below to make a backup copy of your system information:

2.9.1 BIOS SETUP

Power on the server.
While the following message is displayed on POST, press the <F2> key.
Press <F2> SETUP, <F4> ROM Utility, <F12> Network

Write down the new parameter values upon completion of POST.
Example)
[Advanced]-[PCI Configuration]-[SAS Option ROM Scan]
[Advanced]-[PCI Configuration]-[PCI Slot x Option ROM]
[Security]
[Server]-[OS Boot Monitoring]
[Server]-[AC-LINK]
[Server]-[Power On Delay Time]
[Boot]-[Boot Option Priorities]

When you select [Save & Exit]-[Save Changes and Exit], the following message appears.
Save configuration and exit?

Click [Yes] to restart the server.
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2.9.2 Device-specific information

Press the <F4> key while the following message is displayed on POST.

Press <F2> SETUP, <F4> ROM Utility, <F12> Network

Upon completion of POST, keyboard selection menu appears.

When you select a keyboard to use, the following menu appears.

Off-line TOOL MENU

Maintenance Utility
BMC Configuration
Exit

Select [Maintenance Utility]-[System Information Viewer]-[Display System Information]-[System Information],
and write down the following device-specific information.

Product Name
FR Number
Serial Number

Press the <Esc> key several times until the following menu appears.

Off-line TOOL MENU

Maintenance Utility
BMC Configuration
Exit

2.9.3 BMC Configuration

Select [BMC Configuration]-[BMC Configuration] and write down the new parameter value.
Example)

[Network : CPU/IO module0]-[Property]

[Network : CPU/IO modulel]-[Property]

[User Management]-[User Account]

Press the <Esc> key several times until the following menu appears.

Off-line TOOL MENU

Maintenance Utility
BMC Configuration
Exit

Press [EXxit] to close the Off-line TOOL MENU.
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2.10 Checking Kernel Version

The following describes how to check the version of kernel, which is the core of the software achieving fault
tolerance. Perform the procedure when you need to check the kernel version of the current system before
adding devices to the server.

Run the following command to confirm the version of kernel.

# uname -a

The current version of kernel is displayed.

2.11 Checking ft Server Control Software Version

The following describes how to check the version of ft Server Control Software, which consists of various types
of software for fault tolerance. Perform the procedure when you need to check the ft Server Control Software
version of the current system before adding devices to the server or updating ft Server Control Software.

Run the following command to confirm the version of ft Server Control Software.

# rpm -q Llsb-ft-eula_display

The current version of ft Server Control Software is displayed.
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2.12 Appendix

This section describes processing detail of initial configuration script.

2.12.1 Processing detail of initial configuration script

The following processings are executed by initial configuration script.

1. Change of default setting of SELinux

Change setting of SELinux from "Enforcing" (OS's default setting) to "Disabled" so that SELinux is to be
used only when it is necessary.

2. Change of activation of service
Stop services that required by unsupported hardware or not to be used for server.

— avahi-daemon

— bluetooth

— cups

— NetworkManager

In system environment where the package group of Virtualization Platform is not installed, stop
libvirt-guests service to suppress the unnecessary message issued at shutdown.

3. Exclude update target of yum

To exclude the kernel-related module from update target of yum, add "kernel-*" to exclude line of
"letc/yum.conf".

4. Installation of 32-bit library

When installing the library package that provides both 32-bit and 64-bit version in x86_64 environment
by using yum, add "multilib_policy=all" to "/etc/yum.conf" to install 32-bit library together with 64-bit
library.

5. Deletion of package of Subscription Manager

Delete subscription-manager, subscription-manager-gui, and subscription-manager-firstboot packages
to suppress unnecessary popup message of subscription manager when desktop environment is used.

6. Interval of information collection

Change interval to collect sysstat information from 10 minutes (default) to 1 minute so that system status
can be obtained more precisely at the occurrence of failure.

7.  Creation of backup file

If the file is modified while running initial configuration script, the backup file immediately before applying
the script is created in the following directory.

/opt/nec/setup/backup/rhel6_5_x86_64_nec_setup_<date *1>_<Boot kernel *2>

*1 Date when script is executed
*2 Boot kernel used when script is executed

*  Depending on an environment where the initial configuration script is to be applied, it may not
need to modify the file. In such a case, no directory or no file is created under the backup
directory.
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This chapter provides brief explanation of bundled software and how to install them.

1. Bundled Software for the Server
Describes the bundled software to be installed in the server system.

2. Bundled Software for "PC for Management"
Describes the bundled software to be installed in "PC for management" that is used to monitor and manage
the server system.
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1. Bundled Software for the Server

This section introduces the software bundled in the server package. For details, refer to the software
documents.

1.1 NEC ESMPRO Agent (Linux)

NEC ESMPRO Agent (Linux) is an application used to monitor the server.

NEC ESMPRO Agent (Linux) is stored in ft Server Constol Software Install CD. For how to install it, see Chapter
1 (2.2.7 Before installing NEC ESMPRO Agent), (2.2.8 Installing NEC ESMPRO Agent), and (2.2.9 Setting
required after installing NEC ESMPRO Agent).
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2. Bundled Software for "PC for Management"

This section describes the bundled software required to configure "PC for Management" used to manage the
server system.

2.1 NEC ESMPRO Manager

NEC ESMPRO Manager remotely controls and monitors the server hardware.

To use these features, install the bundled software such as NEC ESMPRO Agent on the server.

For details about the system requirements of NEC ESMPRO Manager and how to install it, see "NEC ESMPRO
Manager Installation Guide" in EXPRESSBUILDER.
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