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Documents for This Product

Documents for This Product

Documents for this product are provided as accompanying booklets (_]"]) and as electronic manuals () stored
within EXPRESSBUILDER DVD ((2)).

m User’s Guide

Chapter 1: General Description | Overviews, names, and functions of the server’s parts

Chapter 2: Preparations Installation of additional options, connection of peripheral devices, and
ideal location for this server

Chapter 3: Setup System BIOS configurations and summary of EXPRESSBUILDER
Chapter 4: Appendix Specifications and other information

m Installation Guide
Chapter 1: Installing OS Installation of OS and drivers, and important information for installation

Chapter 2: Installing Bundled Installation of bundled software, such as NEC ESMPRO
Software

Chapter 3: Configuring the Configure the log server using other than ftSys Management Appliance
Separate Log Server

m Maintenance Guide

Chapter 1: Maintenance Server maintenance and troubleshooting

Chapter 2 Configuring and Configure hardware and setup management tool associated with

Upgrading the System hardware

Chapter 3: Useful Features Useful features and the detail of system BIOS settings, SAS
Configuration Utility, and EXPRESSBUILDER

Other documents

Provides the detail of NEC ESMPRO and the other features.
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Notations Used in This Document

Notations Used in This Document

Notations used in the text

In addition to safety-related symbols urging caution, 3 other types of notations are used in this document. These
notations have the following meanings.

Important |Indicates critical items that must be followed when handling the hardware or operating
software. If the procedures described are not followed, hardware failure, data loss, and
other serious malfunctions could occur.

Note Indicates items that must be confirmed when handling the hardware or operating software.

Tips Indicates information that is helpful to keep in mind when using this server.

Optical disk drives

This server is equipped with one of the following drives, depending on the order at the time of purchase. These
drives are referred to as optical disk drives in this document.

¢ DVD-ROM drive
e DVD Super MULTI drive

Hard disk drives

Unless otherwise stated, hard disk drive (HDD) described in this document refers to the following.

e Hard disk drives (HDD)

Removable media

Unless otherwise stated, removable media described in this document refers to both of the following.
e USB flash drive
e Flash FDD

POST

POST described in this document refers to the following.

e Power On Self-Test

BMC

BMC described in this document refers to the following.

e Baseboard Management Controller
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Regulatory Notices

Regulatory Notices

FCC Statement
This equipment has been tested and found to comply with the limits for a Class A digital device, pursuant to Part
15 of the FCC Rules. These limits are designed to provide reasonable protection against harmful interference
when the equipment is operated in a commercial environment. This equipment generates, uses, and can radiate
radio frequency energy and, if not installed and used in accordance with the instruction manual, may cause
harmful interference to radio communications. Operation of this equipment in a residential area is likely to cause
harmful interference in which case the user will be required to correct the interference at his own expense.

Industry Canada Class A Emission Compliance Statement/
Avis de conformité a la réglementation d'Industrie Canada:
CAN ICES-3(A)/NMB-3(A)

CE / Australia and New Zealand Statement
This is a Class A product. In domestic environment this product may cause radio interference in which case the

user may be required to take adequate measures (EN55022).

BSMI Statement

141

HERAE

5 PEEFARNRR RETREPER
B, FIREEEAGTAED, EHRERIT,
EREEHERENELEHEEHE.

Korean KC Standards

o] 7171 XFE(AH) AATAF7 712N #

R B AERE o] B FYsAI] g

W, 719 AGd4A AEFHE e FH

2 P

Registration NO. : KCC-REM-NEC-EXP320Q
Basic Model Number : EXP320Q

Trade Name or Registrant : NEC CORPORATION
Equipment Name . FT Server

Manufacturer : NEC CORPORATION

Turkish RoHS information relevant for Turkish market
EEE Yo6netmeligine Uygundur.
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10

Japan

<KEEBEOMNABMIZONT>
AUBZE, SRLENAEETH D20, BEEEaVE1—2OFHNMFABIZET 5 BAK
FOREHNRICHE>TEYET,
CHEAICKLELTIE, TREOAICODETIEVEFTET LS., KALIBEWLMV=L
9,
AERETERA. BHEOBEMNLUVERTICEREL TLIZELY,
NRRAD—FEFICKYBYRT IV ERAEEEEELI\W:-LET,
REBBEEBESLIUVI YA IILOREE. BOVICASEZICEHOITELT IV AN THOAS
BEINLHIEEICIE. BANCEMHERBOETITER SN,
AEFERAILERE L-GEIZE, BONEAHREBEOETTITER I,
AR EO J7—Rbaviay bR —

EEES 03-3455-5800

T B
COEEIF. VSAABBRINEETYT. CORBEEZRERETERAY 5 LERFEES]
ERCTELNHYET ., COBBICRERENBNLGHNEEZRET SLIBRENS L
BHYET,

VCCI-A

=REES &
HEE (X, BFKERRIE JS C61000-3-2 BEHTT,

: JISC 61000-3-2 FEEME X, BARTERE IEWMIE—F 328 : REE-—SHKERFRERERE (14
LE-YDANERMN 20ALTOHS) | ITEDOE, BRBHRFKOSHEREBEZLANICES L THT - &
ELE-EMATY,

ERANDEFEHIZ DT

AEEAREBOERRICERT 55813, ARICEEERE T, RNEEISHES LEESIzA—FEEE
ETLEDAERRAEBEN L THEAL TS,

EROBENEEETHEICONT

COEE[F. FEFICILPBROBRELETICH LAMENELSZLAHYEY, BROBFEETE T
RELTE, XKRBEEBREE (UPS) FZHASNLILEHBOLET,

L—HREREIEIZDOINT

COEBIZA T aVvTEEININAERSA TIE. L—YICET 2ZE&E%E (JIS C-6802. IEC60825-1) &
SRLICEELTWET,

Vietnum
Complying with “CIRCULAR, N0.30/2011/TT-BCT (Hanoi, August 10 2011), Temporary

regulations on content limit for certain hazardous substances in electrical products”
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Regulatory Notices

the Ukraine
English Declaration of Conformity
with the requirements of Technical Regulation on the Restriction Of the use of certain
Hazardous Substances in Electrical and Electronic Equipment
(adopted by Order Ne1057 of Cabinet of Ministers of Ukraine)
The Product is in conformity with the requirements of Technical Regulation on the
Restriction Of the use of certain Hazardous Substances in electrical and electronic
equipment (TR on RoHS).
The content of hazardous substance with the exemption
of the applications listed in the Annex Ne2 of TR on RoHS:
1. Lead (Pb) —not over 0,1wt % or 1000wt ppm;
2. Cadmium (Cd) — not over 0,01wt % or 100wt ppm;
3. Mercury (Hg) — not over 0,1wt % or 1000wt ppm;
4. Hexavalent chromium (Cr®") — not over 0,1wt % or 1000wt ppm;
5. Polybrominated biphenyls (PBBs) — not over 0,1wt % or 1000wt ppm;
6. Polybrominated diphenyl ethers (PBDEs) — not over 0,1wt % or 1000wt ppm.
Ukrainian Oeknapauis npo BignosigHicte

Bumoram TexHiuHoro PernameHty O6MexeHHs1 BUkoprcTaHHs Aeskux
HebesneyHnx Pe4oBuH B eNeKTPUYHOMY Ta eNeKTPOHHOMY obnagHaHHi

(3aTBepaxeHoro MoctaHoBoto Ne1057 KabiHeTy MiHicTpiB YkpaiHu)

Bupi6 Bignosigae Bumoram TexHiyHoro PernameHTy O6MmexeHHsi BukopuctaHHs
nesiknx HebesneyHnx Pe4oBuH B eNekTpu4HOMY Ta eNnekTpoHHOMY obnagHaHHi (TP
OBHP).

Bmict Hebe3neuyHux peyvoBWH Yy Bunagkax, He obymoeneHux B [opatky Ne2 TP
OBHP, :

1. cBuHeub(Pb) — He nepesulye 0,1 % Baru pe4oBMHM abo B KOHLIEHTpaLi 4o
1000 YyaCTUH Ha MINbIOH;

2. kaamin (Cd)- He nepesuwye 0,01 % Baru peyoBuHU abo B KOHLIEHTpaLii Ao
100 YacTWH HA MINbIOH;

3. ptytb(Hg) — He nepesuwye 0,1 % Baru pe4yoBMHM abo B KOHLIEHTpaUii 4o
1000 YyaCTUH Ha MINbIOH;

4. wecTMBaneHTHMA xpoM (Cr®* ) — He nepesuye 0,1 % Baru peyoBUHM abo B
KoHUeHTpauii 4o 1000 4acTWH Ha MiNbNOH;

5. noni6pombiceHonu (PBB) — He nepesuuiye 0,1% Baru pevoBuHu abo B
KoHUeHTpauii 4o 1000 4acTuH Ha MiNbIOH;

6. nonibpomaedeHinosi edipu (PBDE) — He nepeuye 0,1 % Baru pe4oBUHM
ab6o B koHUeHTpauii 4o 1000 4acTUH Ha MinbOH.

Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5)
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Russian Oeknapauusi o CooTBeTCcTBUM

TpeboBaHusim TexHuueckoro PernamerTa 06 OrpaHndeHnm Micnonb3oBaHus
HeKoTopbIx BpeaHbix BeLLecTB B 3MeKTpUYeckoM U 3MEKTPOHHOM 060pyaoBaHUM

(yTBepxxaéHHoro MoctaHoeneHnem Ne1057 KabuHeta MnHucTpoB YkpaunHbl)

W3nenue cootBeTcTBYET TpeboBaHMsIM TexHuueckoro PernameHta 06 OrpaHuyeHnm
Wcnonb3oBaHus HekoTopbix BpegHbix Bellects B aneKTpUYECKOM U 3MEKTPOHHOM
o6opyaosaHum (TP OVBB).

CopepxaHue BpefHbIX BeLecTB B CryvasX, He NPeaycMOTPeHHbIX [lononHeHnem
Ne2 TP OVBB:

1. cBsuHey (Pb) — He npeBblwaet 0,1 % Beca BellecTBa uUnu B KOHLEHTpauum
00 1000 MUNNNOHHbLIX YacTen;

2. kagmwuii (Cd) — He npeBbiwaeT 0,01 % Beca BelecTBa UM B KOHLLEHTPaLMn
00 100 MUNNNOHHBIX YacTen;

3. pTyTb (Hg) — He npeBbiwaeT 0,1 % Beca BeLecTBa MU B KOHLEHTpaL MU A0
1000 MUNNNOHHLIX YacTewn;

4. WeCTMBaneHTHbIN XpoM (Cr6+)— He npesbiwaeT 0,1 % Beca BelecTBa Unu B
KoHUeHTpauum o 1000 MUNMANOHHbLIX YacTew;

5. nonubpombudeHonsl (PBB) — He npeBbiwaeT 0,1 % Beca BellecTBa unu B
KoHUeHTpauum o 1000 MUNMANOHHbIX YacTew;

6. nonmbpomaundeHonosble adupbl (PBDE) — He npesblwaetr 0,1 % Beca
BewecTBa unu B koHueHTpauumn Ao 1000 MUNANOHHBIX YacTen.

Disposing of your used product

In the European Union

EU-wide legislation as implemented in each Member State requires that used electrical and
[ electronic products carrying the mark (left) must be disposed of separately from normal
household waste. This includes Information and Communication Technology (ICT) equipment
or electrical accessories, such as cables or DVDs.

When disposing of used products, you should comply with applicable legislation or agreements
you may have. The mark on the electrical and electronic products only applies to the current
European Union Member States.

Outside the European Union
If you wish to dispose of used electrical and electronic products outside the European Union,
please contact your local authority and ask for the correct method of disposal.

India
This product is RoHS compliant.
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Warnings and Additions to This Document

Warnings and Additions to This Document

1. Unauthorized reproduction of the contents of this document, in part or in its entirety, is
prohibited.

2.  The contents of this document may change without prior notice.
3. Do not make copies or alter the document content without permission from NEC Corporation.

4. Every effort has been made to ensure the completeness of this document. However, if you
have any concerns, or discover errors or omissions, please contact your retailer.

5. Regardless of these 4 items, NEC Corporation does not take responsibility for effects resulting
from operations.

6. The sample values used in this document are not the actual values.

Keep this document nearby so that you may refer to it as necessary.

Latest editions

This document was created based on the information available at the time of its creation. The screen images,
messages and procedures may differ from the actual screens, messages and procedures. Substitute as
appropriate when content has been modified.

The most recent version of User’'s Guide, as well as other related documents, is also available for download
from the following website.

http://www.nec.com/
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NEC Express5800 Series
Express5800/R320d-E4, R320d-M4

Maintenance

This chapter explains maintenance of server, and what actions are to be taken in case of trouble when operating

this server.

1. Transfer, Relocation, and Disposal
Describes how to transfer this server to a third party. Also describes how to dispose, move and store this

server.

2. Daily Maintenance

Describes what you must confirm for daily use, how to manage files, and how to clean the server.

3 User Support
Describes various services on this product.

4. Maintenance of Express5800/ft series
Describes how to start, stop, diagnose each components of ft server, and how to update firmware.

5. Checking the Duplicating Operation of Modules
Describes how to check if the system runs properly after system installation or reinstallation.

6, Error Messages

Describes error messages and actions to be taken at occurrence of an error.

7. Collecting Failure Information
Describes how to collect information about the location where a failure occurred and its cause when the

server malfunctions. Refer to this section in case of a failure.

8. Troubleshooting
Describes how to identify the causes of problems and what actions are to be taken to address them. Refer to
this section when you suspect a failure.

9. Resetting and Clearing the Server

Describes how to reset or clear the server. Refer to this section when the server is not working or when you
want to restore BIOS settings to the factory settings.
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Chapter 1

Maintenance

10. System Diagnostics
Describes the system diagnostics of this server.

11. Offline Tools

Describes tools for preventive maintenance of this product.

Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5)
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Chapter 1 Maintenance 1. Transfer, Relocation, and Disposal

. Transfer, Relocation, and Disposal

1.1 Transfer to a Third Party

Observe the following precautions when you transfer (or sell) the server or software provided with the server to

a third party.

e Server
When transferring (or selling) the server to a third party, be sure to provide the server’s instruction manuals

(including electronic manuals) to the third party.

e Data on the hard disk drive
Be sure to erase the data stored in HDD to prevent the leakage of sensitive data (such as customer
information or company management information) to any third parties. It is the user’s responsibility to erase

the data.

Important | NEC assumes no liability for data leakage should the product be transferred
to a third party without erasing the data.

Data seems to be erased when you empty "Recycle Bin" of Windows or run the "format" command of the
operating system. However, the actual data remains on the hard disk drive. Data not erased completely

might be restored by special software and used for unexpected purposes.

¢ Bundled software
Observe the following precautions when transferring (selling) the bundled software to a third party.
— Transfer them with the server.
— All provided media and documents must be transferred and no backup copies must be retained.
— Transfer requirements listed in "Software License Agreement" that comes with each software application
must be satisfied.

— Software on client PC must be uninstalled before transferring.
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Chapter 1 Maintenance 1. Transfer, Relocation, and Disposal

1.2 Disposal of the Server and Consumables

e Dispose of the server, hard disk drives, option board, and battery according to laws and regulations of the
central and/or local government. Also dispose of the power cord attached to this product together with the

server to prevent diversion to other products.

Note e For disposal (or replacement) of the battery on the mother board of the server,
consult with your sales representative.
e |t is the user's responsibility to completely erase all data stored on storage
devices such as hard disk drives, backup data cartridges, or any other media
(such as CD-R/CD-RW) so that the data cannot be restored by a third party.

e Some components including fans, batteries, and the optical disk drive work for a limited period of time and
require replacement. For stable operation of the server, NEC recommends you regularly replace these
components. Contact your sales representative for information on replacement or the lifetime of

{ o
9

BEEhEEmE

I1..72 Regarding the Transportation of This Server

This server and/or some of the associated optional devices uses lithium metal batteries or lithium ion batteries.
Regulations for air/ocean transportation apply when transporting lithium batteries. Conform to the regulations if

you want to transport this server or optional devices by air or ship.
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Chapter 1

Maintenance 1. Transfer, Relocation, and Disposal

1.4 Relocation and Storage

18

Follow the steps below when you move or store this server.

N o o B~ w0 DN

A\ WARNING

& A Be sure to observe the following precautions to use the server safety. Failure to
observe the precautions may cause death or serious injury. For details, refer to

'zg ‘ Safety precautions in Precautions for Use in "User’s Guide".

¢ Do not disassemble, repair, or alter the server.

¢ Do not remove the lithium battery, NiMH, or Li-ion battery.

¢ Disconnect the power plug before installing or removing the server.

4\ CAUTION

Be sure to observe the following precautions to use the server safely. Failure to
observe the precautions may cause burns, injury, and property damage. For
& é details, refer to Safety precautions in Precautions for Use in "User’s Guide".

¢ Make sure to complete installation.

& ¢ Do not get your fingers caught.

¢ Be careful of handling internal components that may be at high

temperatures.

Note e |f the server needs to be relocated/stored due to a change in the floor layout to
a great extent, contact your service representative.

e |f the server has hard disk drives, move the server while being careful not to
damage the drive.

e When storing the server, monitor the environmental conditions of the storage
area (temperature: —10°C to 55°C, humidity: 20% to 80%). (No dew
condensation is permitted)

Tips Make backup copies of important data stored in the hard disk drive.

Remove the media from the optical disk drive.

Power off the server (POWER LED is unit).

Unplug the power cord of the server from the power outlet.
Disconnect all the cables from the server.

Remove CPU/IO modules and 4U frame.

Carry the removed CPU/IO modules and 4U frame separately.

Pack the server securely to protect from damage, shock, and vibration.
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Chapter 1 Maintenance 1. Transfer, Relocation, and Disposal

Important |If this server and internal optional devices are suddenly moved from a cold
place to a warm place, condensation will occur and cause malfunctions and
failures when these are used in such state. Wait for a sufficient period of time
before using the server and other components in the operating environment.

Note e Check and adjust the system clock before operating after relocating or storing
the server.

o |f the system clock time is significantly delayed or advanced over time in spite
of adjustment, contact your sales representative.
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Chapter 1 Maintenance 2. Daily Maintenance

2. Daily Maintenance

To use this server under top conditions at all times, periodically check and perform maintenance as follows. If

abnormalities are found, ask your sales representative, avoiding impossible operation.

2.1 Checking and Applying Updates

Express5800 Series posts update information for BIOS, FW (firmware), driver, and others of the server and

peripheral devices on our website. We recommend that the latest update always be applied for stable system.

NEC corporate site: http://www.nec.com/

[Support & Downloads]

Tips e Download and apply the latest update yourself.
e NEC recommends that you back up data for a rainy day before applying the
latest update.

2.2 Checking Alerts

Use NEC ESMPRO Manager (for Windows) to constantly verify that no abnormalities are detected on the

monitored server and that no alerts have been issued.

Example image of NEC ESMPRO Manager

IntelR) Pentium(R) 4 CPU 320GHz
%66 Family 15 Nodol 6 Stopping 2

@ @ Toal CPU

o @8 cPul1)

EEEEECEEEEEEEEREEER

NEC ESMPRO Manager AlertViewer
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Chapter 1 Maintenance 2. Daily Maintenance

2.3 Checking STATUS LED

Check LED indication when:
e Power on the server and while the server is running.

e Before shutting down the server.

LEDs to be checked:

LEDs located at front of the server

LEDs on hard disk drives installed in 2.5-inch hard disk drive bay
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Slot 0 Slot2 |Slot 4 Slot 6
T _ —_ _ p— — N
1~0~C, IA0A0~0
| ||o202080805¢| 980808 92980298 | 30Be8s: | 8e8280% | 20828 | 8225 900908 38022 [ = .. 1|
020S¢ | 030808 | 303050 L 5— | 5 | 030803 | 198030¢ | 309 O]
069 | 69aRa¢C | 208a°~ 2 8 o nQ wsQ Q = 5 05952 | '62a%6¢ | 209 e
) e | 00 w0 m | wO e 0% | 895%8¢ E ool l®
—~|— ;: e ;2
jumsL 1. oIl I
0] 1] °
il il T 7
o
OOODODOOOODODOOOOOA"""D O0a0 -~ O
et e | M
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o
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ol || °8° U T [ e | 4 4 o J
Slot 0 Slot 2 Slot 4 Slot 6
Slot 1 Slot 3 Slot 5 Slot 7

If the indicator shows the server abnormality, contact your salses representative.

For the functions and descriptions of the LED, refer to Chapter 1 (6.1 Error Messages by LED Indication).
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Chapter 1 Maintenance 2. Daily Maintenance

2.4 Making Backup Copies

NEC recommends you make backup copies of your valuable data stored in hard disks of the server on a regular

basis. For backup storage devices suitable for the server and backup tools, consult with your sales agent.

When you have changed the hardware configuration or BIOS configuration, make a backup copy of the system

information according to Chapter 1 (1.14 Backing Up System Information) in Installation Guide.

2.5 Cleaning

Regularly clean the server to keep it in good condition.

A\ WARNING

® Be sure to observe the following precautions to use the server safety. Failure to

observe the precautions may cause death or serious injury. For details, refer to
f f Safety precautions in Precautions for Use in "User’s Guide".
¢ Do not disassemble, repair, or alter the server.

% ¢ Disconnect the power plug before cleaning the server.
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Chapter 1 Maintenance 2. Daily Maintenance

2.5.1 Cleaning the server

For daily cleaning, wipe the external surfaces of the server with a dry soft cloth. Follow the procedure below if

stains remain on the surfaces:

Important Je To avoid altering the material and color of the server, do not use volatile solvents
such as thinner or benzene to clean the server.

e The power receptacle, the cables, the connectors on the rear panel of server, and

the inside of the server must be kept dry. Do not moisten them with water.

1. Power off the server.
1. Make sure that the server is powered off.
2. Unplug the power cord of the server from a power outlet.
2. Clean the power plug.
Wipe off dust from the power cord plug with a dry cloth.
3. Clean the server.
1. Soak a soft cloth in neutral detergent that is diluted with cold or warm water, and squeeze it firmly.
2. Rub off stains on the server with the cloth prepared in Step 1.
3. Soak a soft cloth in water, squeeze it firmly and wipe the server with it once again.
4. Wipe the server with a dry cloth.
4. Clean the rear panel of the server.

Wipe off dust from the fan exhaust opening on the rear of the server with a dry cloth.
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Chapter 1 Maintenance 2. Daily Maintenance

2.5.2 Cleaning Tape Drive

A dirty tape drive head causes unsuccessful file backup and damages the tape cartridge. Periodically clean the
tape drive with the designated cleaning tape.
For the cleaning interval and method, the estimated usable period and lifetime of the tape cartridge, refer to the

instructions attached to the tape drive.

2.5.3 Cleaning the Keyboard and Mouse

A keyboard and a mouse use USB interface. Therefore it is not necessary to power off the server when
connecting or disconnecting them.

1. Disconnect the mouse from the USB port of the keyboard.

2. Wipe the surface of the keyboard and mouse with a dry cloth

3. Wipe the sensor with a dry cloth to remove any dirt or dust.

2.5.4 Cleaning Optical Disk

A dusty optical disk or dust-accumulated tray causes the device to fail to read data correctly.

Follow the procedure below to clean the tray and optical disk regularly:
1. Make sure that the server is powered on (POWER LED is lit).

2. Press the Eject button on the front of the optical disk drive.
The tray comes out.

3. Hold the optical disk lightly and take it out from the tray.

Important IDo not touch the signal side of the optical disk with your hand.

4. Wipe the tray with a dry soft cloth.

Important JDo not wipe the lens of the optical disk drive. Doing so may damage the lens and
may cause a malfunction of the drive.

5. Gently push the tray to close the tray.
6. Wipe the signal side of the optical disk with a dry soft cloth.

Important |Wipe optical disks from the center to the outside. Use only CD-ROM cleaner if
necessary. Cleaning an optical disk with record spray/cleaner, benzene, or thinner
causes damage to the optical disk contents. At worst, inserting the DVD/CD-ROM
into the server may cause failure.
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-2. User Support

Before getting after-sales service, check the contents of the warranty and service.

2.1 Maintenance Services

Service representatives from NEC subsidiary companies or companies authorized by NEC provide

maintenance services. For the services, contact your sales representative.

3.2 Before Asking for Repair

If you think that a failure occurred, follow the steps below:

1.  Check if the power cord and cables to other products are properly connected.

2. Check LED indications and alarm messages on display unit. Refer to Chapter 1 (6. Error Messages).

3. Refer to Chapter 1 (8. Troubleshooting). If you find a symptom similar to your problem, take the action
as instructed.

4.  Confirm that the required software has been properly installed.

5. Scan for viruses using a commercial Antivirus Software.

If the problem persists after taking the measures above, contact your sales representative. Take notes on LED

indications and the display on the screen at the failure, which will be useful information for the repair.
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4. Maintenance of Express5800/ft series

For Express5800/ft server maintenance tasks, use the /opt/ft/bin/ftsmaint command on console of ftSys
Management Appliance. For information about using the ftsmaint command and using device path enumeration
to manage specific devices in your system, see the following sections:

4.1 ftsmaint Command
4.2 Device Path Enumeration
4.3 ftsmaint Examples

4.1 ftsmaint Command

4.1.1 Component information

ftsmaint Is path

This command displays the status of the hardware specified by the enumerated path. Specifying a path displays
a detailed status of the hardware at that path.

Omitting the path argument displays a less-detailed table of all fault-tolerant devices on the system. Refer to
Chapter 1 (4.2 Device Path Enumeration) for more information.

Output from ftsmaint Is path reflects what the management software reports about the state of a given
component. Because of system latency, this may not reflect the immediate state of the device.

To verify the actual state of the device, check the state of its LED.

Note Running this command may fail if the necessary process does not run immediately after the

system startup. In this case, wait for a while (several minutes or so), and try again.
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Chapter 1 Maintenance 4. Maintenance of Express5800/ft series

4.1.2 Start/stop the component

ftsmaint bringDown path

This command removes from service the CPU module, 1/0 module, or internal disk specified by path. No other
devices are supported. When you bring down a device, the effect on the system is the same as physically

removing it.

Important f\when manually bringing down a component, it is possible that a whole CPU/IO
module will be taken out of service. Be careful to bring down a component only
when the system is fully duplexed.

Note This command is valid only for CPU module, I/O module, and internal disk drives.

ftsmaint bringUp path
This command brings into service the CPU module, 1/0O module, or internal disk specified by path. No other
devices are supported.

Tips Running the ftsmaint bringUp command on a CPU module degrades system performance

and halts network communications for up to a minute.

Note |This command is valid only for CPU module, I/O module, and internal disk drives.

4.1.3 MTBF clear

ftsmaint clearMtbf path

This command clears the MTBF value of the CPU module, I/O module, or I/O module slot specified by path.

Important Ipg not use this feature to retain afaulty or degraded device in service.

4.1.4 Diagnostics

ftsmaint runDiag path

This command starts diagnostics on the CPU module or I/O module specified by path.
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4.1.5 Dump collection

ftsmaint dump path
This command generates a dump of the CPU module specified in the path argument.

The dumps for the ESXi host are saved in /var/core/vmkernel-zdump-MMDDYY.HH:mm.n.

* MMDDYY denotes the created date, and HH:mm.n denotes the created time.
* |t may take certain time to create dump data file.

Note The system must be duplexed before running this command.

Important |t you run this command, the specified CPU module is made offline automatically,
and duplication of system is canceled. (The specified CPU module is made online
automatically upon completion of this command.)

Tips The dump files cannot be deleted automatically. Check the /var/core directory size
periodically in order not to run out of the capacity. The size of a dump file is approximately
100 MB.

4.1.6 BMC firmware update

ftsmaint burnBmcs fw_File

This command updates the BMC firmware using BMC firmware file specified by fw_file argument.

Important Je Shutdown the guest OS except for ftSys Management Appliance.

e Make sure that I/0 modules and BMC are duplicated before starting update of
BMC firmware.

e Do not operate the machine and power supply unit while the firmware is
updated. The firmware is destroyed and modules may need to be replaced.

4.1.7 BIOS update

ftsmaint burnProm fw_file path

This command updates BIOS of CPU module specified by path argument using the BIOS firmware file
specified by fw_file argument.

Important Je Shutdown the guest OS except for ftSys Management Appliance.
e Make sure that CPU modules are duplicated before starting update of BIOS.

e Do not operate the machine and power supply unit while the firmware is
updated. The firmware is destroyed and modules may need to be replaced.
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4.2 Device Path Enumeration

Some subsystems and components of the server system are addressable by device path IDs. Device path IDs
uniquely identify the devices in the server system.

Table 1 lists the device path IDs for devices in the server system. In Table 1, IDs in the format **:nn.n (for
example, 7¢:00.0) indicate PCI bus, slot, and function.

These numbers may change as a result of normal system events. Therefore, devices in your system may
appear with different IDs in command output from ftsmaint and other commands. The values for such devices
are provided here as representative sample data only.

Table 1. Device Paths of the Server Devices

. Path
Device CPU/IO Module 0 CPU/IO Module 1
CPU Module 0 1
DIMMs (addressed by slot) 0/1-0/16 1/1-1/16
Processors 0/21,0/22 1/21,1/22
Temperature #n sensor 0/130 1/130
Fan #n sensors 0/140 - 0/144 1/140 - 1/144
1/0 Module 10 11
PCI Slot devices (in slots on motherboards) 10/1,10/2 11/1,11/2
PCI Slot devices (in optional high-profile PCle slots) 10/3,10/4 11/3,11/4
Internal Disk controller 10/5 11/5
Network controller 10/6 11/6

Ethernet controller: Intel® Corporation 82576 Gigabit
network connection
Network interface

07:00.0, 07:00.1
vmnic_100600
vmnic_100601

41:00.0, 41:00.1
vmnic_110600
vmnic_110601

Display controller

10/7

11/7

VGA compatible controller: Matrox® Graphics, Inc. 0a:00.0 44:00.0
MGA G200e
Serial bus controllers 10/8 11/8

USB controller: Intel Corporation 82801JI

2¢:00.0, 2¢:00.1

66:00.0, 66:00.1

Bridge

10/10, 10/11

11/10, 10/11

Network controller
Ethernet controller: Intel Corporation Ethernet
Controller 10-Gigabit X540-AT2

10/12

7d:00.0, 7d:00.1
vmnic_101200,
vmnic_101201

11/12

b7:00.0, b7:00.1
vmnic_111200,
vmnic_111201

Internal disk controller
Disk drive 1-8

10/40
10/40/1 - 10/40/8

11/40
11/40/1 - 11/40/8

2xPCle

10/70

11/70

Baseboard Management Controller

10/120

11/120

Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5)

29



Chapter 1 Maintenance

4. Maintenance of Express5800/ft series

Figure 1 and Figure 2 show the locations of the major enumerated devices.

Figure 1. Locations of Major Enumerated Devices (Front View)
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Callout Device Device ID Physical Label

0 CPU/IO Module 0 (CPU-0, 1/0-10) 0

1 Internal disk drive 1 10/40/1 0

2 Internal disk drive 2 10/40/2 1

3 Internal disk drive 3 10/40/3 2

4 Internal disk drive 4 10/40/4 3

5 Internal disk drive 5 10/40/5 4

6 Internal disk drive 6 10/40/6 5

7 Internal disk drive 7 10/40/7 6

8 Internal disk drive 8 10/40/8 7

9 CPU/IO Module 1 (CPU-1, I/0-11) 1

10 Internal disk drive 1 11/40/1 0

11 Internal disk drive 2 11/40/2 1

12 Internal disk drive 3 11/40/3 2

13 Internal disk drive 4 11/40/4 3

14 Internal disk drive 5 11/40/5 4

15 Internal disk drive 6 11/40/6 5

16 Internal disk drive 7 11/40/7 6

17 Internal disk drive 8 11/40/8 7
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Figure 2. Locations of Major Enumerated Devices (Rear View)
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Callout Device Device ID

1 1/0 module 0 PCI Slot 1 10/1
2 1/0 module 0 PCI Slot 2 10/2
3 1/0 module 0 PCI Slot 3 10/3
4 1/0 module 0 PCI Slot 4 10/4
5 /0 module 1 PCI Slot 1 11/1
6 I/0 module 1 PCI Slot 2 11/2
7 /0 module 1 PCI Slot 3 11/3
8 /0 module 1 PCI Slot 4 11/4
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4.3 ftsmaint Examples

The following sections provide examples of how to use the ftsmaint command.

4.3.1 Displaying System Status

To display the status of the fault-tolerant devices and subsystems in your server system, use the following
command:

# /opt/ft/bin/ftsmaint Is

Example 1 shows typical output for this command.

Example 1. Displaying System Status with the ftsmaint Command

H/W Path Description State OPState FRev Fct
0 Combined CPU/IO ONLINE DUPLEX * 0
0/1 DIMM ONLINE ONLINE - -
0/1/130 DIMM 1 Temp#0 Sensor - NORMAL - -
0/2 DIMM MISSING EMPTY - -
0/21 Intel (R) Xeon(R) CPU E5-2670 v2 @ 2.50GHz ONLINE ONLINE - -
0/130 Baseboard Temp#0 Sensor - NORMAL - -
0/140 Baseboard Fanl#0 Sensor - NORMAL - -
1 Combined CPU/IO ONLINE DUPLEX * 0
171 DIMM ONLINE ONLINE - -
1/1/130 DIMM 1 Temp#1l Sensor - NORMAL - -
172 DIMM MISSING EMPTY - -
1721 Intel (R) Xeon(R) CPU E5-2670 v2 @ 2.50GHz ONLINE ONLINE - -
17130 Baseboard Temp#1 Sensor - NORMAL - -
17140 Baseboard Fanl#1 Sensor - NORMAL - -
17141 Baseboard Fan2#1 Sensor - NORMAL - -
10 Combined CPU/I10 ONLINE DUPLEX - 0
10/1 - MISSING EMPTY - -
1072 - MISSING EMPTY - -
10/3 Fibre Channel Serial Bus Ctlr ONLINE ONLINE -
8f:00.0 Fibre Channel: QLogic Corp. 1SP2532-based ONLINE ONLINE - -
1074 - MISSING EMPTY - -
10/5 Mass Storage Ctlr ONLINE DUPLEX - 0
0b:00.0 Serial Attached SCSI controller: LSI Logi ONLINE DUPLEX - -
10/6 Network Ctlr ONLINE DUPLEX -
07:00.0 Ethernet controller: Intel Corporation 82 ONLINE DUPLEX - -
vmnic_100600 Network Interface ONLINE DUPLEX - -
07:00.1 Ethernet controller: Intel Corporation 82 BROKEN BROKEN - -
vmnic_100601 Network Interface BROKEN BROKEN - -
10/7 Display Ctlir ONLINE DUPLEX - 0
0a:00.0 VGA compatible controller: Matrox Graphic ONLINE DUPLEX - -
10/8 USB Serial Bus Ctir ONLINE ONLINE -
2c:00.0 USB Controller: Intel Corporation Patsbur ONLINE ONLINE - -
2c:00.1 USB Controller: Intel Corporation Patsbur ONLINE ONLINE - -
10/10 PCI to PCI Bridge ONLINE ONLINE - 0
10/11 PCI to PCI Bridge ONLINE ONLINE - 0
10/12 Network Ctlr ONLINE ONLINE - 0
7d:00.0 Ethernet controller: Intel Corporation Et BROKEN BROKEN - -
vmnic_101200 Network Interface BROKEN BROKEN - -
7d:00.1 Ethernet controller: Intel Corporation Et BROKEN BROKEN - -
vmnic_101201 Network Interface BROKEN BROKEN - -
10740 Internal Disk Enclosure - - - -
10/40/1 Disk Drive ONLINE DUPLEX NOO7 O
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10/40/5 Disk Drive ONLINE DUPLEX A342 O
10/40/6 Disk Drive ONLINE DUPLEX A468 O
10/70 2x PCI-E2(X8) Riser Card - - - -
10/120 Baseboard Management Ctlr ONLINE DUPLEX * -
10/130 BB Rear Temp#0 Sensor - NORMAL - -
11 Combined CPU/IO ONLINE DUPLEX -

1171 - MISSING EMPTY - -
11/2 - MISSING EMPTY - -
1173 Fibre Channel Serial Bus Ctlr ONLINE ONLINE - 0
c9:00.0 Fibre Channel: QLogic Corp. I1SP2532-based ONLINE ONLINE - -
11/4 - MISSING EMPTY - -
11/5 Mass Storage Ctlr ONLINE DUPLEX - 0
45:00.0 Serial Attached SCSI controller: LSI Logi ONLINE DUPLEX - -
11/6 Network Ctlr ONLINE DUPLEX -

41:00.0 Ethernet controller: Intel Corporation 82 ONLINE DUPLEX - -
vmnic_110600 Network Interface ONLINE DUPLEX - -
41:00.1 Ethernet controller: Intel Corporation 82 BROKEN BROKEN - -
vmnic_110601 Network Interface BROKEN BROKEN - -
1177 Display Ctlr ONLINE DUPLEX - 0
44:00.0 VGA compatible controller: Matrox Graphic ONLINE DUPLEX - -
11/8 USB Serial Bus Ctlr ONLINE ONLINE -

66:00.0 USB Controller: Intel Corporation Patsbur ONLINE ONLINE - -
66:00.1 USB Controller: Intel Corporation Patsbur ONLINE ONLINE - -
11710 PCl1 to PCl Bridge ONLINE ONLINE - 0
11711 PCl1 to PCl Bridge ONLINE ONLINE - 0
11712 Network Ctlr ONLINE ONLINE - 0
b7:00.0 Ethernet controller: Intel Corporation Et BROKEN BROKEN - -
vmnic_111200 Network Interface BROKEN BROKEN - -
b7:00.1 Ethernet controller: Intel Corporation Et BROKEN BROKEN - -
vmnic_111201 Network Interface BROKEN BROKEN - -
11740 Internal Disk Enclosure - - - -
11/40/1 Disk Drive ONLINE DUPLEX NOO7 O
11/40/5 Disk Drive ONLINE DUPLEX A342 O
11/40/6 Disk Drive ONLINE DUPLEX A468 O
11/70 2x PCI-E2(X8) Riser Card - - - -
11/120 Baseboard Management Ctlr ONLINE DUPLEX * -
11/130 BB Rear Temp#l Sensor - NORMAL - -

10 Enclosure 10 is the Active Compatibility Node.
This is an Express5800/R320d-M4 system, P-Package N8800-187Y, Serial# 4700109.

* Use IsLong to see this value.
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4.3.2 Displaying the Status of a Single System Component

34

Before you remove a component that is duplexed for fault tolerance, verify that it is not in a simplex state. To
verify the state of a component, type a command in the following format:

# /opt/ft/bin/ftsmaint Is path

For path, specify the correct device ID for the component, as listed in Table 1.

The value of Op State shows the state of device. DUPLEX is shown if the system is duplicated, and SIMPLEX
is shown if the system is not duplicated.

The following examples demonstrate some common commands and the resulting output.

In Example 2, the /0O module 1 is listed as having a State of ONLINE and an OP State of DUPLEX. The value
of SECONDARY for Reason indicates that it is operating as the backup 1/0 element.

Example 2. Viewing the State of the Bottom 1/O module 1

# Jopt/ft/bin/ftsmaint Is 11

H/W Path o 11
Description : Combined CPU/I0
State - ONLINE

Op State - DUPLEX
Reason - SECONDARY
Mode Ix 1 243-634274
Artwork Rev -1

ECO Level o1

Min Partner ECO Level -0

Serial # - CBR2BD100008
Active Compat Node : False

Logic Revision = 3900042

MTBF Policy = useThreshold
MTBF fault class: uncorrectable

Fault Count: 0
Last Timestamp: -
Replace Threshold: O

Evict Threshold: 21600
Value: 0
Minimum Count: 4
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In Example 3, the disk in the I/O module 1 is listed as having a State of ONLINE and an Op State of DUPLEX.

Example 3. Viewing the State of Disk 11/40/1

# ftsmaint Is 11/40/1

Udev Device Names
Kernel Device Names

vmhbal:C0:TO:LO

H/W Path : 11/40/1

Description : Disk Drive

State - ONLINE

Op State - DUPLEX

Reason - NONE

Mode Ix : SEAGATE:ST9146853SS
Firmware Rev - NOO7

Serial # : 6XM3JVZ70000B428E89T
Device Name : disk_i

Endurance D=

MTBF Policy : useThreshold

MTBF fault class: critical noncritical removal
Fault Count: 0 0 0

Last Timestamp: - - -
Replace Threshold: O 0 0
Evict Threshold: 2147483647 604800 86400
Value: 0 0 0
Minimum Count: 1 4 2

MTBF fault class: aborts
Fault Count: 0
Last Timestamp: -
Replace Threshold: O
Evict Threshold: 86400
Value: 0
Minimum Count: 2

4.3.3 Bringing System Components Down and Up

You can use the ftsmaint command to bring down and restart fault-tolerant components. After bringing up a
component, the system synchronizes and duplexes the corresponding component automatically.

When you use the bringDown command, the 1/O module 1 stops.
# /opt/ft/bin/ftsmaint bringDown 11
Completed bringDown on the device at path 11.
When you use the bringUp command, the /O module 1 starts. The system automatically synchronizes 1/0
module 1 with I/O module 0. The RAID array drives are updated and become mirrored, and the system should
resume duplex operation.
# /opt/ft/bin/ftsmaint bringUp 11
Completed bringUp on the device at path 11.
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4.3.4 Stopping and Starting the Internal Disk Controller

To stop the internal disk controller, use the ftsmaint command as well. For example, use the following
command to stop the disk drive 1 of internal disk controller.
# /opt/ft/bin/ftsmaint bringDown 11/40/1
Completed bringDown on the device at path 11/40/1.

Typing the following command starts the internal disk controller again.

# /opt/ft/bin/ftsmaint bringUp 11/40/1
Completed bringUp on the device at path 11/40/1.

4.3.5 Diagnostics

To start diagnostics on the CPU module and I/O module, use the following command.
# /opt/ft/bin/ftsmaint runDiag path

Before starting diagnostics, you need to bring down the module to be diagnosed. For example, use the
following commands to start diagnostics on CPU module 1.
# /opt/ft/bin/ftsmaint bringDown 1
Completed bringDown on the device at path 1.
# /opt/ft/bin/ftsmaint runDiag 1
Completed diagnostics on the device at path 1.

Check the Op State shows "DIAGNOSTICS_PASSED" by the following command.

# /opt/ft/bin/ftsmaint Is 1

H/W Path S

Description : Combined CPU/I0

State - UNKNOWN

Op State - DIAGNOSTICS_PASSED

Reason - NONE

Mode Ix : 243-634274

Firmware Rev : BIOS Version 7.0:27

Artwork Rev -1

ECO Level -1

Min Partner ECO Level -0

Serial # : CBR2BD100008

Logic Revision = 3900042

MTBF Policy : useThreshold

MTBF fault class: correctable uncorrectable microsync

Fault Count: 0 0 0

Last Timestamp: - - -

Replace Threshold: O 0 1728

Evict Threshold: 1800 21600 0

Value: 0 0 0

Minimum Count: 8 4 50
Note

Upon completion of diagnostics, run bringUp command to start the relevant module.
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4.3.6 Dump collection

If you want to collect the dump during system boot, use the following command. The following command

example generates a dump of the CPU module 0. The system must be running in duplex mode for you to use
this method.

# /opt/ft/bin/ftsmaint dump O
Generated dump of the device at path O.

In the result, the dump for the ESXi host is saved in /var/core/vmkernel-zdump-MMDDYY.HH:mm.n on the
ESXi host.

4.3.7 Updating BMC firmware

Use the following command to update the BMC firmware.
# /opt/ft/bin/ftsmaint burnBmcs fw_File

Important | sputdown the guest OS except for ftSys Management Appliance.

1. Login to ftSys Management Appliance as a root user.

2. Use the SCP command or vSphere Client to store the BMC firmware file in the desired directory of ftSys
Management Appliance.

In the example below, ft control software Install DVD is mounted and BMC firmware file is copied to ftSys
Management Appliance.

# cp /mnt/cdrom/firmware/bmc/2700_4700_6400/062-01210bmc_Bnn.nnRnn.nnP
nn.nnSnn.nn.bin /Zopt/ft/firmware/bmc/2700_4700_6400

Tips See Chapter 2 (1.1.2 Instaling NEC ESMPRO Agent) in Installation Guide for how to
mount/unmount ft control software Install DVD.

3. Run the following command to check the State shows "ONLINE" and Op State shows "DUPLEX" for 1/O
modules 0 and 1.

# /opt/ft/bin/ftsmaint Is 10

H/W Path - 10
State - ONLINE
Op State : DUPLEX

# /opt/ft/bin/ftsmaint Is 11

H/W Path - 11
State - ONLINE
Op State - DUPLEX
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4. Run the following command to check the State shows "ONLINE" and Op State shows "DUPLEX" for
BMCs of I/O modules 0 and 1.

# /opt/ft/bin/ftsmaint Is 10/120

H/W Path : 10/120
State - ONLINE
Op State - DUPLEX

# /opt/ft/bin/ftsmaint Is 11/120

H/W Path : 117120
State = ONLINE
Op State - DUPLEX

5. Run the following command to update BMC firmware. For bmc_file, specify the file path you have copied
in Step 2.
It takes approximately 30 minutes until update completes.

# /opt/ft/bin/ftsmaint burnBmcs bmc_Tfile

When the following messages are displayed, update completes.

Updated firmware on the device at path 11/120.
Updated firmware on the device at path 10/120.

Important | po not operate the machine and power supply unit while the firmware is updated.
The firmware is destroyed and modules may need to be replaced.

6. Run the following command to check that Op State of BMC shows "DUPLEX" and Firmware Rev shows
the new BMC version.

# /opt/ft/bin/ftsmaint Is 10/120
Op State - DUPLEX

Firmware Rev - 03.18/00.09/03.03 Version isindicated in the underlined part.

# /opt/ft/bin/ftsmaint Is 11/120
Op State : DUPLEX

Firmware Rev : 03.18/00.09/03.03 Version isindicated in the underlined part.

7. Run the following command to check that Op State of /O module shows "DUPLEX".

# /opt/ft/bin/ftsmaint Is 10

Op State : DUPLEX

# /opt/ft/bin/ftsmaint Is 11

Op State - DUPLEX

8. Unmount ft control software Install DVD, if mounted. Then, disconnect the DVD drive.
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4.3.8 Updating BIOS

Use the following command to update the BIOS.

# /opt/ft/bin/ftsmaint burnProm fw_file path

Important | sputdown the guest OS except for ftSys Management Appliance.

1. Login to ftSys Management Appliance as a root user.

2. Use the SCP command or vSphere Client to store the BIOS file in the desired directory of ftSys
Management Appliance.

In the example below, ft control software Install DVD is mounted and BIOS file is copied to ftSys
Management Appliance.

# cp /mnt/cdrom/firmware/bios/2700_4700_6400/062-01210biosn.n.n._rom
/opt/ft/Firmware/bios/2700_4700_6400

Tips See Chapter 2 (1.1.2 Instaling NEC ESMPRO Agent) in Installation Guide for how to
mount/unmount ft control software Install DVD.

3. Run the following command to check the State shows "ONLINE" and Op State shows "DUPLEX" for
CPU modules 0 and 1.

# /opt/ft/bin/ftsmaint Is 0

H/W Path -0
State - ONLINE
Op State - DUPLEX

# /opt/ft/bin/ftsmaint Is 1

H/W Path -1
State - ONLINE

Op State : DUPLEX

4. Run the following command to update the BIOS of CPU modules 0 and 1.

(1) Stop the CPU module 0.

# /opt/ft/bin/ftsmaint bringDown O
Completed bringDown on the device at path O.

(2) Update the BIOS of CPU module 0. For bios_file, specify the file path you have copied in Step 2.

# /opt/ft/bin/ftsmaint burnProm bios_file 0
Updated firmware on the device at path O.

(3) Start the CPU module 0, and stop the CPU module 1.

# Jopt/Tt/bin/ftsmaint jumpSwitch 0O

Transferred processing to the device at path O.
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(4) Diagnosis is performed when CPU module 1 is started. The new BIOS is applied to CPU module
1 from CPU module 0 automatically, and duplication process is performed.

# /opt/ft/bin/ftsmaint bringUp 1
Completed bringUp on the device at path 1.

Important | po not operate the machine and power supply unit while the firmware is updated.
The firmware is destroyed and modules may need to be replaced.

5. Run the following command to check that Op State of CPU module shows "DUPLEX" and Firmware Rev
shows the new BIOS version.

# /opt/ft/bin/ftsmaint Is 0
Op State - DUPLEX

Firmware Rev : BIOS Version 7.0:27 Version is indicated in the underlined part.

# /opt/ft/bin/ftsmaint Is 1
Op State - DUPLEX

Firmware Rev > BIOS Version 7.0:27 Version is indicated in the underlined part.

6. Unmount ft control software Install DVD, if mounted. Then, disconnect the DVD drive.

40 Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5)



Chapter 1 Maintenance 4. Maintenance of Express5800/ft series

4.4 Disabling Auto Reinstallation of CPU Module

If the failure is corrected and the CPU module is restarted, the Auto Reinstallation of CPU Module feature
reconfigures the system and automatically brings up the module relevant to that failure.

Auto Reinstallation of CPU Module feature is enabled by default. It works when ft server is started, recovered
from system fault, or recovered from pseudo fault.

This feature may be disabled because it may take time to automatically reinstall the CPU module depending
on system configuration. Take the steps below to disable this feature.

You can shift the timing of no communication that occurs during the installation process of CPU module by
disabling the auto reinstallation of CPU module and manually enabling the installation of the CPU module.

Important §yoy need to perform this configuration as a root user.

Note This configuration just shifts the timing of the no-communication and does not control the
no-communication status. Furthermore, this configuration does not prevent timeout error
due to no communication from occurring.

Tips Even if auto reinstallation of CPU is disabled, it is enabled and the installation process

occurs when the system is starting up by a reboot.

4.4.1 Disabling auto reinstallation of CPU module

Run the following command to disable auto reinstallation of CPU module.

# /opt/ft/bin/ftsmaint bringupPolicy defer
Successfully deferred cpuBringupPolicy

If auto reinstallation of CPU module is disabled, run the ftsmaint bringup command to install the CPU module
manually, or restart the system.

Run the following command to enable auto reinstallation of CPU module.

# /opt/ft/bin/ftsmaint bringupPolicy enable
Successfully enabled cpuBringupPolicy

Run the following command to confirm the current setting.

# /opt/ft/bin/ftsmaint bringupPolicy list
CPU bringup policy is enabled
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4.4.2 Scheduling for auto reinstallation of CPU module

You can also limit the time to perform auto reinstallation of CPU by combination with cron daemon.

1. Add configuration to /etc/crontab
Example: Disable auto reinstallation of CPU module from 6:00 to 18:15 everyday.
Add the following lines to /etc/crontab.
# Defer CPU bringup at 6:00 every day
# Enable CPU bringup at 18:15 every day
0 6 * * * root /opt/ft/bin/Ftsmaint bringupPolicy defer
15 18 * * * root /opt/ft/bin/fFtsmaint bringupPolicy enable

2. Reflect the configuration file of cron daemon.

# crontab -u root /Zetc/crontab
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This section describes how to check if the system runs properly after system installation or reinstallation.
CPU/IO module has a processor function part and 10 function part.

Tips Processor function part and 10 function exists in the CPU/IO module, which monitor and
control for each part. In this section, the processor function part is referred to as CPU
module and 10 function part /O module.

2.1 Evaluate Start and Stop of I1/O Modules

This section describes how to confirm the continuous system operation by failover after stopping the primary
1/0 module.

1. Check which is the primary /0O module.
The 1/0 module with the PRIMARY LED lit is the primary module.

2. Check whether the I/O modules are duplicated.
To check if the /O modules are duplicated, see the System FT LED.
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[Indications of the status LED when I/O modules are duplicated]

*When I/O module 0 is defined as primary module

LED 1/0 module 0 1/0 module 1
(0] PRIMARY LED Green -
2) DISK ACCESS LED Green Green
LED System
3) System FT LED Green

*Each number in the table corresponds to the numbers in the above figure.

DISK ACCESS LED (2) is lit when there is access to the hard disk drive.
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3. Stop the operation of the primary I/O module using the ftsmaint Command.
If the I/O Module 0 is primary, run the following command.

# cd /opt/ft/bin
# _/ftsmaint bringdown 10 (*)

* Specify the device path ID of the primary I/O module.
When you stop the operation of the primary I1/O module, failover occurs and the secondary 1/0O

module becomes the primary module.

The status LED of 1/0 module changes as shown below:

[Indications of status LED]

LED I/0 module 0 I/0O module 1
@) PRIMARY LED - Green
o) DISK ACCESS LED _ Amber or Green blinking
(Green when accessing to
HDD)
LED System
3) System FT LED -
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4. Start the 1/0O module stopped in step 3.
Run the following command to start the stopped I/O module 0.

# cd /opt/ft/bin
# ./ftsmaint bringup 10

When the 1/0O module is started, diagnosis of I/O module, and duplication of I/O module are
performed.

The status LED of 1/0O module changes as shown below:

[Indications of status LED]

Immediately after the 1/0 module startup until the completion of diagnosis:

LED I/O module 0 I/O module 1
@) PRIMARY LED - Green
o) a Amber or Green blinking
DISK ACCESS LED (Green when accessing to
HDD)
LED System
3) System FT LED

<

When duplication of disks is started after the completion of diagnosis of I/O module:

LED 1/O module 0 /O module 1
(0] PRIMARY LED - Green
o) Amber or Green blinking Amber or Green blinking
DISK ACCESS LED (Green when accessing to | (Green when accessing to
HDD) HDD)
LED System
3) System FT LED

<

After the completion of disk duplication and when the 1/0O modules are duplicated:

LED I/0O module 0 I/0O module 1
@) PRIMARY LED - Green
2) DISK ACCESS LED Green Green
LED System
3) System FT LED Green
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2.2 Evaluate Start and Stop of CPU Modules

This section describes how to confirm the continuous system operation after stopping one of the CPU

modules.

1. Confirm that the CPU modules are duplicated.

To check if the CPU modules are duplicated, see the status LEDs of the CPU modules.
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[Indications of status LED when CPU modules are duplicated]
LED System
3) System FT LED Green

2. Use the ftsmaint command to stop the operation of the CPU module to be removed.
To stop the CPU Module 0, run the following command.

# cd /opt/ft/bin
# ./ftsmaint bringdown O
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When the CPU module is stopped, the status LED changes as follows. This indicates that one CPU
module is operating now.

[Indications of status LED]

LED System

) System FT LED -

3. Start the stopped CPU module.

Run the following command to start the operation of the CPU module stopped in step 2.

# cd /opt/ft/bin
# ./ftsmaint brinqup O

When the CPU module is started, Hardware diagnosis, Memory Synchronization (Memory Copy),
and then the Duplication Completion are performed.
Note that the system is paused temporarily for copying memory during memory synchronization.

[Indications of status LED after completion of duplication]

LED System

3) System FT LED Green
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6. Error Messages

If the server enters the abnormal state, the error is posted by various means. This section explains the types of error

messages.

e LED indication is unusual.

— Refer to "6.1 Error Messages by LED Indication”.

e An error message appeared.
— Refer to "6.2 POST Error Message".
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6.1 Error Messages by LED Indication

The LEDs on the front and rear panels of the server and near the handles of hard disk drives inform the user of
the various server statuses by the colors and the patterns of going on, going off, and flashing. If trouble seems
to have occurred, check the LED indication.

This Maintenance Guide describes actions to be taken for watch error message. However, if replacement of
modules is necessary, contact your sales agent.

System POWER LED

?\LL

ok

| _— System FAULT LED

™ System FT LED

System ID LED

< With Front Bezel mounted >

Module POWER LED System POWER LED

System FAULT LED

-~ System FT LED

System ID LED

Optical disk STATUS LED

EXPRESSSCOPE

< Front Panel >

Module ID LED LINK/ACT LED

10GLAN connector
Management LAN port (R320d-M4 only) SPEED LED

/ GLAN connector

/
Gl=i i
© [ Power Unit LED

000000021 a000000

=

< Rear Panel >
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(1) System POWER LED

LED indication Description Action
On (green) Either or both of CPU/IO modules are powered on. -
Off Both of CPU/IO modules are powered off. -
(2) System FAULT LED
LED indication Description Action

Off Both of CPU/IO modules are offline or normal. | System FAULT LED does not notify
of disk status. Check it according to
(5) Disk Access LED indication.

On (amber) One of the CPU/IO modules failed. Take a note of LED indications on

EXPRESSSCOPE, then contact your
service representative.

Blinking (amber)

One of the CPU/IO modules failed. However, the
failed CPU/IO module cannot be identified.

Contact your service representative.

(3) System FT LED

LED indication Description Action
On (green) The system is operating under duplex condition. -
Off The system is not duplexed. -
(4) System ID LED
LED indication Description Action
On (blue) The UID switch is pressed. -
Blinking (blue) The device identification request is issued from -
remote site.
Off - -
(5) Disk Access LED
LED indication Description Action
Off The disk is in the idle state. -
Green The disk is being accessed. -
(The LED lights when the disk is accessed.)
Amber The disk is failing. Contact your sales representative.

50

Blinking (amber)

The mirror of the disk is disconnected.

Perform mirroring.

Blinking in green and
amber in turn

The mirror of the disk is being rebuilt or
disconnected.

Check whetehr the mirror of the diks is
disconnected.
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(6) Access LED on optical disk drive

LED indication Description Action
Off The optical disk is not accessed. -
On The optical disk is being accessed. -
(7) LAN Connector LEDs on management port and LAN connectors
LINK/ACT LED
LED indication Description Action

On (green)

Power is supplied to the main unit and hub, and they

are connected correctly ("LINK").

Blinking (green)

The network port is sending or receiving data (ACT).

Off

Disconnected from network.

Check the network status and cable
connection.

Speed LED (Management port)

LED indication Description Action
On (green) The port is operating on 100BASE-T. -
Off The port is operating on 10BASE-T. -
Speed LED (1G LAN connector)
LED indication Description Action
On (amber) The port is operating on 1000BASE-T. -
On (green) The port is operating on 100BASE-TX. -
Off The port is operating on 10BASE-T. -
Speed LED (10G LAN connector)
LED indication Description Action

On (amber) The port is operating on 1000BASE-T. -
On (green) The port is operating on 10000BASE-T X. -
Off The port is operating on 100BASE-T. -
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(8) EXPRESSSCOPE
If any module fails, LED on EXPRESSSCOPE relevant to the failed module lights in amber.
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(1) Module POWER LED

LED indication Description Action
On (green) The power of CPU/IO module is ON. -
Off The power is not supplied to CPU/IO module. -
Blinking (green) The CPU/IO module is in standby state. -

(2) SAFE TO PULL (SAFE TO PULL LED)
This LED indicates the possibility to remove CPU/IO module safely.

LED indication Description Action
On (green) The CPU/IO module can be removed. -
Blinking (green) The CPU/IO module cannot be removed. -
Off The CPU/IO module is in off line state. -

(3) Module ID (ID LED)

The Module ID LED is used for identifying the device that requires maintenance among devices mounted

on the rack.
LED indication Description Action
On (green) The UID switch is pressed. -
Blinking (green) The device identification requests was sent from -
remote site.
Off - -
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(4) CPU (CPU FAULT LED)

The LED lights in amber when the CPU part of CPU/IO modules fails. Contact your service representative.

(5) MEM NUMBER (Memory slot error LED)

The LED lights amber when failure occurs on the memory slot 0 of CPU/IO module.
Memory slots with errors can be identified by lighting status of the (5)-1 to (5)-4 as shown in the table

below.

Status of memory slot error LED

(5)-1 (5)-2 (5)-3 (5)-4 Description Action
(MSB) (LSB)
- - - - Operating normally. -
- - - ©) An error occurred on memory slot 1. Contact your sales representative.
- - ©) - An error occurred on memory slot 2. Contact your sales representative.
- - ©) ©) An error occurred on memory slot 3. Contact your sales representative.
- ©) - - An error occurred on memory slot 4. Contact your sales representative.
- ©) - ©) An error occurred on memory slot 5. Contact your sales representative.
- ©) - An error occurred on memory slot 6. Contact your sales representative.
- ©) ©) An error occurred on memory slot 7. Contact your sales representative.
©) - - - An error occurred on memory slot 8. Contact your sales representative.
- - - L] An error occurred on memory slot 9. Contact your sales representative.
- - L] - An error occurred on memory slot 10. Contact your sales representative.
- - L] L] An error occurred on memory slot 11. Contact your sales representative.
- ° - - An error occurred on memory slot 12. Contact your sales representative.
- L] - L] An error occurred on memory slot 13. Contact your sales representative.
- L] L] - An error occurred on memory slot 14. Contact your sales representative.
- L] L] L] An error occurred on memory slot 15. Contact your sales representative.
° - - - An error occurred on memory slot 16. Contact your sales representative.
L] L] L] L] An error occurred on unknown memory | Contact your sales representative.
slot.

O: LEDis lit.

®: LEDis blinking.

- LED is unlit.
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(6) TEMP (Abnormal temperature LED)

The LED lights in amber when temperature in CPU/IO module becomes abnormal. Contact your service
representative.

(7) VLT (Power error LED)

The LED lights in amber when electric voltage failure occurs in CPU/IO module. Contact your service
representative.

(8) PSU(Power supply unit error LED)

The LED lights in amber when failure occurs on the power supply unit of CPU/IO module. Contact your
service representative.

(9) FAN (Fan error LED)

The LED lights in amber when failure occurs on the cooling fan for CPU and power supply unit of CPU/IO
module. Contact your service representative.

(10) 1/O (I/O FAULT LED)

The LED lights in amber when failure occurs on the I/O (PCI) part of CPU/IO module. Contact your service
representative.

(11) PRIMARY (Primary LED)
The LED lights in green when CPU/IO module is primary.

(9) Power Unit LED

Power Unit LED is located at power supply unit at the rear of the server.

LED indication Description Action
Off The power unit does not receive the AC power. -
Blinking (green) The power unit receives the AC power. -
On (green) The server is powered on. -
On (amber) The power supply unit fails. Contact your service representative.
Blinking (amber)
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6.2 POST Error Message

When POST detects any error, it displays an error message on the display unit.

4 )

System Monitoring Check
Passed
ERROR

|| 8002: Check date and time settings

/

Example of error message Press <F1> to resume,
This message indicates that date and time
set on realtime clock is incorrect.

<F2> to setup

. J

The following table lists error messages and the actions to take in response to them.

Tips e Write down the displayed messages and beep patterns before contacting your

sales representative. Alarm messages are useful information for maintenance.
The list only contains messages for the server. For details about error

messages of optional devices, and the actions to take, refer to the instructions
that come with each product.

Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5)

55


http://ejje.weblio.jp/content/instructions�

Chapter 1 Maintenance

6. Error Messages

(1) Error messages

Error Message Cause Solution
8000 System variable is lllegal setup information of BIOS was | Start BIOS Setup Utility (SETUP), and then
corrunted detected. execute Load Setup Defaults and specify the
pted- necessary settings.
If the same error is detected repeatedly in spite
of re-setting, contact your sales representative.
8001 Real time clock error Real time clock error was detected. Start SETUP, and then specify the correct date
- - and time.
8002 Check date and time Irllcolirect dg\te anddtlme setonreal time |t e same error is detected repeatedly in spite
settings clock was detected. of re-setting, contact your sales representative.
8006 System configuration The setup utility settings were cleared |Follow the steps described in Chapter 1 (9.
data cleared by Jumper using the jumper. Resetting and Clearing the Server).
8007 SETUP Menu Password The setup utility password was cleared
cleared by Jumper. using the jumper.
8800 DXE NB ERROR An error was detected during Contact your sales representative.
- initialization of chipset.
8801 DXE NO CON IN An error was detected during
- initialization of console.
8802 DXE_NO_CON_OUT
8803  |PEI_DXE_CORE_NOT_Founp |A flash ROMis corrupt.
8804 PEI_DXEIPL_NOT_FOUND
8805 DXE_ARCH_PROTOCOL_NOT_A
VAILABLE
8806 PEI RESET NOT AVAILABLE The SyStem was not reset Correctly.
8807 DXE_RESET_NOT_AVAILABLE
- - - correctly.
BOOO Expansion ROM not Failed to expand option ROM. Disable expansion of option ROM of the board
initialized that is not used for OS boot.
B001 Expansion ROM not Option ROM expansion in PCI slot 1 Disable expansion of option ROM of the option
initialized - PCI failed. board that is not used for OS boot.
Stot 1 Start SETUP, and select Advanced — PCI
BOO2 Expansion ROM not Option ROM expansion in PCI slot 2 Configuration — PCI Device Controller and
initialized - PCI failed. Option ROM Settings — PClIxx Slot Option
Slot 2 ROM — Disabled. (xx: PCI slot number)
o
B0OO3 Expansion ROM not Option ROM expansion in PCI slot 3
initialized - PCI failed.
Slot 3
BOO4 Expansion ROM not Option ROM expansion in PCI slot 4
initialized - PCI failed.
Slot 4
B022 Serial Port Overlapping serial port configuration Start SETUP, select Advanced — Serial Port
confiauration was detected. Configuration, and specify the setting again in
g a way that the values of Base 1/O or Interrupt in
Overlapped. Serial Port A and Serial Port B will not be the
same.
€010 The error occurred during An error was detected while reading Contact your sales representative.
temperature sensor.
temperature sensor
reading
co1M System Temperature out of A temperature abnormality was Itis possible that a fan has failed or is clogged.
the range detected. Contact your sales representative.

56

Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5)




Chapter 1 Maintenance

6. Error Messages

Error Message Cause Solution
C061 1st SMBus device Error |An error was detected on 1st SM Bus. |Contact your sales representative.
detected.
c062 2nd SMBus device Error |An error was detected on 2nd SM Bus.
detected.
C063 3rd SMBus device Error |An error was detected on 3rd SM Bus.
detected.
C064 4th SMBus device Error |An error was detected on 4th SM Bus.
detected.
C065 5th SMBus device Error |An error was detected on 5th SM Bus.
detected.
C066 6th SMBus device Error |An error was detected on 6th SM Bus.
detected.
C067 7th SMBus device Error |An error was detected on 7th SM Bus.
detected.
€101 BMC Memory Test An error was detected on BMC. Unplug the power cord, wait for at least 30
Failed seconds, then restart the server. If the same
= error is detected repeatedly, contact your sales
€102 BMC Firmware Code representative.
Area CRC check
Failed.
€103 BMC core hardware
failure.
C104 BMC IBF or OBF check An error was detected while accessing
failed. BMC.
€105 BMC SEL area full. There is not enough space to store the |Run the Off-line Tool and delete the event logs.
system event log.
c10c BMC update firmware An illegality was detected while Unplug the power cord, wait for at least 30
corrupted updating BMC firmware. seconds, then restart the server. If the same
pted. - - - error is detected repeatedly, contact your sales
c10D Internal Use Area of BMC An |Ilegallty was detected in FRU representative.
FRU corrupted containing the device information.
C10E BMC SDR Repository empty. An error was detected on BMC SDR.
C10F IPMB signal Lines do not Failure of Satellite Management
respond Controller was detected.
c110 BMC FRU device failure. |Anerror was detected in FRU that
contains device information.
111 BMC SDR Repository Failure was detected in SROM that
failure stores the SDR.
€112 BMC SEL device failure. |Device failure was detected in BMC
SEL.
€113 BMC RAM test error. An error was detected in BMC RAM.
C114 BMC Fatal hardware error. |A hardware error was detected in BMC.
€115 Management controller |Management controller does not Update the BMC firmware.
not respondin respond. If the same error is detected repeatedly,
P 9 contact your sales representative.
c116 Private I2C bus not Private 12C bus does not respond. Unplug the power cord, wait for at least 30
respondin seconds, then restart the server. If the same
P 9- - error is detected repeatedly, contact your sales
c117 BMC internal exception BMC internal error was detected. representative.
c118 BMC A/D timeout error. |BMC A/D timeout error was detected.
€119 SDR repository corrupt. BMC error or illegal SDR data was
detected.
C11A SEL corrupt. BMC error or illegal system event log
data was detected.
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Error Message

Cause

Solution

BMC Mezzanine card is not installed.

c118B BMC Mezzanine card is not Contact your sales representative.
found.
c11¢ BMC Mezzanine partition A format error was detected in BMC
is invalid Mezzanine card.
KD BMC is in Forced Boot Detected that BMC is in Forced Boot | Unplug the power cord, wait for at least 30
Mode Mode. seconds, then restart the server. At that time,
: check the jumper switch setting on
motherboard. If the same error is detected
repeatedly, contact your sales representative.
D483 BP SROM data invalid An invalid data was detected in system | Contact your sales representative.
backplane.
D484 BP SROM data read error |Failedtoread data in system
backplane.
D485 MB SROM data invalid An invalid data was detected in CPU/IO
board.
D486 MB SROM data read error |Failedtoread data in CPU/IO board.
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(2) Error messages on avirtual LCD

In EXPRESSSCOPE Engine 3 web browser window, you can confirm virtual LCD error messages (for details on
the virtual LCD, refer to "EXPRESSSCOPE Engine 3 User’s Guide").

The table below shows the error messages displayed on upper and lower lines, cause, and solution.

.-30 =t Administatod | BB FEE= A =3 ]
&mw Mt | EXPRESSSCOPEI-A7 3NC2UIT |~ild
11—/ 18: BUIC00255C253492 (182188 12.115)
AT YE-tFOER | BE CPUIO 0
E @ (x| 2|
iy
IPMAEEE EFLE (LE)] Exprass5a00/RI20cM2 NEA00-174Y
TR P M
=132 F -2 0 Ex
[=E-L Bt Ba
UE=FKVM T . .
UE-HAFAT LD a Message displayed on upper
System BIOS UF s (TN LCD line
BMCOr—LDa PUE a "o
BMCEMZ52 -2 ROM v
LAN 1 00 2 JC 26 3L 85
System LAN MAC 'f:J” 2.3 f; 0 26 1 g? 5
4. 002550263495
=l Message displayed on lower
r v LCD line
ot @B & %
Messages displayed on an upper LCD line
Message . ;
Description Solution

on Upper LCD Line

This is not an error.

XXXX BIOSXXXX Displayed while POST is running.

POST Completed This is not an error.

Successfully

Displayed when POST completes normally.

Check the message displayed on LCD, and take an
appropriate action.

POST ERROR
XXXX

Error XXXX was detected during POST.

System Simplex The system is operating in simplex mode. This is not an error.

System Duplex CPU/IO module is operating in duplex This is not an error.

mode.
Split mode CPU/IO module is operating in split mode. This is not an error.
CPU Broken A CPU failure was detected. Contact your sales representative.
10 Broken An 1/O unit failure was detected. Contact your sales representative.
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Messages displayed on alower LCD line

Message on Lower LCD Line Description

Solution

VBAT Lower Non-Critical A voltage abnormality was

VBAT Upper Non-Critical detected.

VBAT Lower Critical

VBAT Upper Critical

Contact your sales representative.

Baseboard Temperaturel Lower Non-Critical | A temperature abnormality was

Baseboard Temperaturel Upper Non-Critical | d€tected.

Baseboard Temperaturel Lower Critical

Baseboard Temperaturel Upper Critical

Baseboard Temperature2 Lower Non-Critical

Baseboard Temperature2 Upper Non-Critical

Baseboard Temperature2 Lower Critical

Baseboard Temperature2 Upper Critical

CPU1_DIMM Area Temperature Lower
Non-Critical

CPU1_DIMM Area Temperature Upper
Non-Critical

CPU1_DIMM Area Temperature Lower
Critical

CPU1_DIMM Area Temperature Upper
Critical

CPU2_DIMM Area Temperature Lower
Non-Critical

CPU2_DIMM Area Temperature Upper
Non-Critical

CPU2_DIMM Area Temperature Lower
Critical

CPU2_DIMM Area Temperature Upper
Critical

Processorl Thermal Control Upper
Non-Critical

Processorl Thermal Control Upper Critical

Processor2 Thermal Control Upper
Non-Critical

Processor2 Thermal Control Upper Critical

Itis possible that a fan has failed or is
clogged. Contact your sales
representative and request repairs.

DUMP Request! The dump button was pressed.

Wait until collecting the memory dump
data has finished.

Power Supplyl Failure detected A power supply unit abnormality
occurred.

Make sure that the power cord is
plugged in. If this does not resolve the
problem, contact your sales
representative and request repairs.

Processor Missing No CPU is installed.

Contact your sales representative and
request CPU or motherboard
replacement.

Processorl Thermal Trip The power was forcibly turned off
due to a CPU temperature
abnormality.

Contact your sales representative.
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Message on Lower LCD Line

Description

Solution

Sensor Failure Detected.

Abnormality in a sensor was
detected.

SMI timeout

A timeout occurred while
servicing system management
interrupts.

IPMI Watchdog timer timeout (Power off)

A watchdog timer timeout
occurred.

Contact your sales representative.

System Front FAN1 Lower Non-Critical

System Front FAN2 Lower Non-Critical

System Front FAN3 Lower Non-Critical

System Front FAN4 Lower Non-Critical

System Front FANS5 Lower Non-Critical

A fan alarm was detected.

Itis possible that a fan has failed or is
clogged. Contact your sales
representative and request repairs.
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7. Collecting Failure Information

If the server fails, you can collect failure information by using the following method.

The failure information is to be collected only at the request of your sales representative.

Important JWhen the system restarts after a failure has occurred, a message may appear
indicating virtual memory shortage. Ignore this message and proceed with
starting the system. Restarting the system may result in an inability to
properly dump the data.

7.1 Collection of Collect Logs

When you collect NEC ESMPRO Agent collect logs, log in to the log server on which NEC ESMPRO Agent is
installed as the root user and run the following command.

# cd /opt/nec/esnpro_sal/tool s/
# ./collectsa. sh

The collected data is created in the following file.

/ opt/ nec/ esnpro_sal/tool s/col l ectsa.tgz

Note It may take certain period of time to create collectsa.tgz file.
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7.2 Collection of System Information

The ESX system information is recorded in syslog, etc. When you collect system information in the

server, log in to ftSys Management Appliance as a root user and run the following command.

# /opt/ft/sbin/buggrabber. pl

If the following message appears, enter the host name or IP address of ESXi host.

Enter Nane or | P address of the host ftServer [ xXXX.XxX.XXX.XXX]:

If the following message appears, enter the root user name of ESXi host.

Enter Adm nistrative user for XxX.XXX.XXX.XxX [xxx]:

If the following message appears, enter the root password for ESXi host.

Enter Adm nistrative password for xxX.Xxxx.XXX.xxx []:

The collected data is created in the following directory. (YYYYMMDD denotes created date.)

/ t np/ BugPool / Bug_YYYYMVDD. t ar

Note It may take certain period of time to create Bug_YYYYMVDD. t ar file.
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7.3 Collecting Memory Dump
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If an error occurs, the dump file should be saved to acquire necessary information.
Dump data of ESXi host is stored in /var/core/vmkernel-zdump-MMDDYY.HH:mm.n on ESXi host.
* MMDDYY denotes the created date, and HH:mm.n denotes the created time.

* |t may take certain time to create dump data file.

Consult with your sales representative before dumping the memory. Dumping the memory while the server is in
operating normally may affect the system operation.

Important §, A message indicating insufficient virtual memory may appear when

restarting the system due to an error. Ignore this message and proceed.
Restarting the system may result in an inability to properly dump the
data.

e If a physical processor of CPU #0 is allowed to be used for the virtual
machine, memory dump may not be collected even when pressing the
DUMP switch. To operate the machine assuming to collect memory
dump, set the value other than "0" for the property of "Scheduling
Affinity” of the virtual machine.

If a failure occurs and you want to collect memory dump, perform either of the following:

e Press the DUMP switch.

e Runtheftsmint dunp command.

For details of ft smai nt  dunp command, see Chapter 1 (4.1.5 Dump collection).
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Take the steps below to use the DUMP (NMI) switch.

Important

If you perform these steps, the system is made offline automatically, and is
rebooted. Note that the system is not ready for use for that period.

Hold and press the DUMP switch on the primary CPU/IO module for 4 to 8 seconds.
Press the DUMP switch by inserting the pointed tool such as ballpoint pen into the switch hole.

<How to press the DUMP switch>

0 sec 1sec 2 sec 3 sec

|4sec| |55ec| |65ec| |7sec| |8sec|

9 sec 10sec | | 11 sec

vV VvV V VvV V V V V V V V_

FEE

O

é’

O

&

7

Y

~—

Press the DUMP switch

Press and hold

Release the switch

Y

Do not press the switch for

9 seconds or longer.

<Location of the DUMP switch>

»ovovrovoroYoYoYoYororoYroroYoroYo:
7 m . SAFE TO [} DIMM NUMBER . MM
) 1 PULL DDQ cPUD MSED 0 O LSBO ey
o O RO 100 FAND PSUQ VLTOTEMPO )
[ A
DUMP(NMI) switch
Important §,  pressing the DUMP switch excessively shorter or longer will fail to

collect memory dump.

e Do not use anything that easily breaks such as pencil, toothpicks, or
plastic.

The memory dump is stored when DUMP switch is pressed. (Memory dump may not be collected at CPU stall.)

Tips The dump files cannot be deleted automatically. Check the /var/core directory size
periodically in order not to run out of the capacity.

The size of a dump file is approximately 100 MB.

After executing memory dump using the DUMP switch, the server may fail to restart. In such a case, forcibly
reset the server according to Chapter 1 (9.2 Forced Shutdown).
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&. Troubleshooting

If this system does not operate as intended, check it according to the contents of the following checklist before
sending it for repair. If an item in the checklist corresponds with a problem you are experiencing, follow the
subsequent check and processing instructions.

e The server does not work normally.

5
5
5
5
5

-

Refer to "8.1 Upon Power On to the End of POST".

Refer to "8.4 When ESXi is Started".

Refer to "8.5 When Failure Occurs".

Refer to "8.6 Problems with Internal Devices and Other Hardware".
Refer to "8.7 Problems with System Operation".

Refer to "8.10 Problems with Optical Disk Drive and Flash FDD".

e Failed to start from EXPRESSBULDER.

—

—

Refer to "8.2 Problems with NEC EXPRESSBUILDER".
Refer to "8.8 When EXPRESSBUILDER is Started on Windows".

e Failed to install OS.

—

Refer to "8.3 Upon Installing VMware ESXi and the ft control software”.

e NEC ESMPRO does not work normally.

—

Refer to "8.9 Problems with Bundled Software".

— Refer to User’s Guide stored in ft control software Install DVD.

If the server still does not work normally, refer to the following topics in this chapter before suspecting failure.

e Error message

— Refer to "6. Error Messages".

¢ NEC ESMPRO Manager

— Refer to NEC ESMPRO Manager Installation Guide stored in EXPRESSBUILDER.

(xxx\doc\jp\pdfisg_es_sm_j.pdf) xxx denotes 3-digit number.

e Collect failure information

— Refer to "7. Collecting Failure Information".

If the trouble persists, contact your service representative.
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3.1 Upon Power On to the End of POST

[?]

[?]

[?]

Fail to power on the server:

Q

Q

Is the server properly supplied with power?

Check if the power cord is connected to a power outlet (or UPS) that meets the power specifications
for the server.

Make sure to use the power cord provided with the server. Check the power cord for broken shield or
bent plugs.

— Make sure the power breaker for the connected power outlet is on.

— If the power cord is plugged to a UPS, make sure the UPS is powered and it supplies power. See
the manual that comes with the UPS for details.
Power supply to the server may be linked with the connected UPS using the BIOS SETUP utility of
the server.

Did you press the POWER switch?

— When power cord is connected, the initialization of management controller starts. During
initialization, the POWER LED is unlit. To power on the server, press the POWER switch after the
POWER LED is lit green.

Did you install the CPU/IO module properly?

— Check if the CPU/IO module is properly installed in the server. Secure the CPU/IO module with
screw located on the module removable handle.

The screen does not turn on.

Q

Wait until the NEC logo appears.

POST fails to complete:

Q

Are the DIMMs installed?

— Check if DIMMs are installed correctly.

Is the memory size large?

— The memory check may take a time if the memory size is large. Wait for a while.

Did you perform any keyboard or mouse operation immediately after you started the server?

— If you perform any keyboard or mouse operation immediately after start-up, POST may
accidentally detect a keyboard controller error and stops proceeding. In such a case, restart the
server. Do not perform any keyboard or mouse operation until the BIOS start-up message appears
when you restart the server.

Does the server have appropriate memory boards or PCI card?
— Operation of the server with unauthorized devices is not guaranteed.
Did you install the CPU/IO module properly?

— Check if the CPU/IO module is properly installed in the server. Secure the CPU/IO module with
screw located on the module removable handle.
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8.2 Problems with NEC EXPRESSBUILDER

[?] Unable to start EXPRESSBUILDER

O Did you insert EXPRESSBUILDER DVD and reboot while POST was being executed?

— If you fail to insert EXPRESSBUILDER DVD and reboot during POST execution, an error

message may appear or the OS may start up. Restart the server.

O Is BIOS configuration correct?

— BIOS SETUP Utility allows you to configure the boot order of the boot devices. Configure the boot

order so that the optical disk drive will be the first to start up.
<Menu to check: [Boot]>

O Is a message such as the following displayed?

— Take an appropriate action according to the on-screen message.

Message Cause

Solution

Thi s EXPRESSBUI LDER version is
not designed for this conputer.
Insert the correct version and

click [OK].

This EXPRESSBUILDER
version is not designed for this
computer.

Use EXPRESSBUILDER
provided with the server. If the
same error persists, contact
your service representative.

EXPRESSBUI LDER coul d not get the
har dwar e paranmeters of this
not her boar d.

EXPRESSBUILDER could not
find the hardware information
on motherboard.

This version is not designed for
this computer or the notherboard
may be broken.

Contact your sales
representative.

The file that EXPRESSBUI LDER
tried to operate was not found.

Failed to read afile or folder in
EXPRESSBUILDER.

The file that EXPRESSBUI LDER
tried to operate was not able to
open.

EXPRESSBUI LDER can not get the
paraneters of the definition
file.

An undefined error occurred. Internal error occurred.

Media may be defective or the
optical disk drive may be
faulty.

Contact your sales
representative.
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#..3 Upon Installing VMware ESXi and the ft control software

[?] Unable to install VMware
O Is the Hard Disk Drive properly installed?
— Make sure that the Hard Disk Drive is installed securely and that cables are properly connected.
O Have you configured QLogic BIOS?

— The settings are different from the default values. Refer to Chapter 1 (1.4 Enabling FC card) and
(1.6 Setting HBA configuration by using QLogic) in Installation Guide.

O Have you checked precautions for installation?

— Refer to Chapter 1 (1.7 Installing VMware ESXi) in Installation Guide.

[?] ft control software UPDATE Disk is not included.

— ft control software UPDATE disk is used to update ft control software; it may not be shipped with
the equipment.

[?] OScan be operated after a setup but each module or PCI board is not duplicated. (Status LED on
the CPU/IO module does not light on green).

O Did you abort the installation during a setup such as by closing a window of the programs that are
running?

— Installation will be aborted if you finish the programs that are running. Although the operation
onOS will be feasible, modules or PCI boards will not be duplicated properly if you abort the
installation. In this case, you need to reinstall OS according to Chapter 1 (1. Setup procedure) in
Installation Guide.

[?] DISK Access LED lights in amber.
O Did you properly setup the duplex of HDDs?

— DISK Access LED lights in amber, if a setup for duplex is not performed. Refer to Chapter 1 (6.1
Error Messages by LED Indication) for details about the indication status of LED.
Refer to Chapter 2 (2. Disk Operations), and set up the duplex of HDDs.

[?] The ft control software does not work even after VMware ESXi has been updated.

O Do not update VMware ESXi independently. Also, do not apply any patch data that is not described in
Installation Guide or Update Procedure.

— When updating VMware ESX:i, the relevant ft control software is required. Follow instructions in
Update Procedure of ft control software. If VMware ESXi is updated independently, ft control
software will not work properly. In this case, you need to re-install ft control software according to
Chapter 1 (1. Setup procedure) in Installation Guide.
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8.4 When ESXi is Started

[?] Unable to start ESXi:
O Are Hard Disk Drives properly installed?
— Install Hard Disk Drives properly.
O Istheinternal SAS cable connected to Hard Disk Drive correctly?

— Connect the SAS cable properly.
If the SAS cable is not recognized as connected although the above action has been taken, the
Hard Disk Drive may be faulty. Contact your sales representative.

Q Isthe EXPRESSBUILDER DVD inserted?
— Eject the EXPRESSBUILDER DVD and reboot.
Q Is a Flash FDD connected to the server?

— Take out the Flash FDD and restart the server.

[?7] Machine repeats rebooting at startup:
O Is the value of [OS Boot Monitoring] in the BIOS setting appropriate?

— Change the value of [OS Boot Monitoring] to suit your environment. Refer to Chapter 3 (1. System
BIOS) for details.

[?7] Wake On LAN does not function:
O Isthe AC power supplied to both CPU/IO modules?

— If the AC power supplied to only one of the CPU/IO module, Wake On LAN may become
unavailable. Supply the AC power to both of CPU/IO modules.

Q Is Hub/Client fixed as 1000M?

— Check the following configurations:
— Set the Hub as "Auto-Negotioation".
— Set the Client as "Auto-negotiate best speed".

Important JFor both Hub/Client, you cannot use Wake On LAN feature from standby state with
the 1000M fixed configuration.

O Do you send Magic Packet to only one of the duplexed LAN?

— If you use Wake On LAN under duplexed LAN, you need to send Magic Packets to all of the
duplexed LAN pair(s).

— This server uses the Locally Administered Address which you set in LAN teaming as MAC address
during OS running. If the server does not wake with MAC address of each CPU/IO modules, you
should use the Locally Administered Address.

O Did you send Magic Packet to 10G LAN connector?
— Wake On LAN feature is not supported for the 10G LAN connector.
[?] Fail to duplex CPUs:
— Check if the memory configuration is correct.

— Check if third-party CPUs or memory (DIMM) are used.
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8..5 When Failure Occurs

[?] Memory dump (debug information) cannot be collected when a failure occurs:
O Do you press the DUMP switch correctly?

— Hold down the DUMP switch for 4 to 8 seconds if you would like to collect memory dump by
pressing the switch. If you press DUMP switch shorter than 4 seconds or longer than 8 seconds,
you will not be able to collect memory dump.

O Check if you are not using a physical processor of CPU #0 for the virtual machine.

— If a physical processor of CPU #0 is allowed to be used for the virtual machine, memory dump
may not be collected even when pressing the DUMP switch. To operate the machine assuming to
collect memory dump, set the value other than "0" for the property of "Scheduling Affinity" of the
virtual machine.

* Setting procedure for "Scheduling Affinity"

Select the target virtual machine from vSphere Client and select "Edit" from CPUinformation on
the "Resource Allocation” page. On the displayed property screen, select "Advanced CPU" on the
"Resource" page to change "Scheduling Affinity".
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8.6 Problems with Internal Devices and Other Hardware

[?]

[?]

[?]

[?]

[?]

[?]
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Fail to access the internal or external devices (or such devices fail to operate)
O Are cables properly connected?

— Make sure that the interface cables and power cord are properly connected. Also make sure that
the cables are connected in the correct order.

Q Is the power-on order correct?

— When the server has any external devices connected, power on the external devices first, then the
server.

O Did you install drivers for connected optional devices?

— Some optional devices require specific device drivers. Refer to the manual that comes with the
device to install its driver.

O Is option board setting correct?

— Usually, no PCI device settings need to be changed. However, depending on the board to be set,
special setting may be required. Refer to the manual that comes with the board for details to make
correct settings.

The keyboard or mouse does not work
QO Is the cable properly connected?

— Make sure that the cable is connected to the connector on the front or rear of the server.
O Are the keyboard and mouse are compliant with your server?

— Operation of the server with unauthorized devices is not guaranteed.

Screen freezes, keyboard and mouse are disabled:

— If the amount of memory is large, it takes time to copy the memory in dual mode and the system
stops working temporarily during the copying, but it is not system trouble.

Unable to access the Hard Disk Drive
O Is the Hard Disk Drive supported by the server?

— Operation of any device that is not authorized by NEC is not guaranteed.
O Is the Hard Disk Drive properly installed?

— Check the Hard Disk Drive installation status and the cable connections.

Unable to configure dual disks:

— Unless you perform mirroring (including reconfiguration after failed disks are replaced) in correct
order of Chapter 2 (2. Disk Operations), the mirror may not be (re)configured. Check if the steps
were correct.

Disk access LEDs on the disks are off:

— The LEDs may seem to be off when an excessive amount of access causes the frequent blinking.
Check if the LEDs are blinking green when the access is reduced.
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#.7 Problems with System Operation

[?] The server is not found on the network:
O Is the cable connected properly?

— Securely connect the proper cable to the network port on the rear of the server. Additionally, make
sure that the cable conforms to the network interface standards.

O Are BIOS settings correct?

— You can disable the internal network controller using the BIOS setup utility. Check the settings
with BIOS setup utility.

O Have you completed protocol and services settings?

— Verity that the network driver for the server network controller has been installed. Also verify that
protocol such as TCP/IP or various services have been properly specified.

O Is the transfer speed correct?

— You can change the transfer speed or configure the setting for built-in LAN controller from VI client.
However, do not use the "Auto Detect" function. Fix the setting of the transfer rate to the same with
that of the connected hub. Also, check if the duplex mode is the same with that of the connected
hub.

[?7] A CPU/IO module cannot be integrated:

— When a componet fails and is reintegrated, the following message may be recorded to the system
log and the process is stopped. Such event indicates that the component’s MTBF is below the
threshold and it is judged that repair is necessary. Thus the reintegration process cannot be
completed. Generally replacement of the component will be required, so contact your sales
representative. If reintegraating the component without repair is required for some reason, consult
your sales agent. It is possible to perform reintegration forcefully.

EVLOG: ERROR - x is now STATE_BROKEN / REASON_BELOW_MTBF
(x is a device number)
[?] Screen under changing (distorted display) can be seen when screen resolution is changed:

— If screen resolution is changed while the entire system is under high load, screen under changing
(distorted display) may be seen.
This is because screen update is taking time to complete due to high load in the system. This is
not because an error is occuring. The screen will return to normal if you wait awhile.

[?] Screen does not appear after changing screen size:

— The screen may not appear if failover occurs on the system when screen size is changed.

Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5) 73



Chapter 1 Maintenance 8. Troubleshooting

8.8 When EXPRESSBUILDER is Started on Windows

[?]

[?]

[?]
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Cannot read online documents
O Do you have Adobe Reader installed correctly in your system?

— Some documents are supplied in PDF format. To read PDF files, Adobe Reader needs to be
installed in your computer.

Q Is your browser Internet Explorer?

— Internet Explorer sometimes displays the Information bar to enforce security. If this happens, click
the Information bar to display the documents.

The menu does not appear
QO Is the shift key pressed?

— Setting the DVD/CD with the shift key pressed down cancels the Autorun feature.
O Isthe OSin the proper state?

— The menu may not appear depending on the system registry setting or the timing to set the
DVD/CD. In such a case, select My Computer from Explorer and double-click the icon of the set
DVD drive.

Some menu items are grayed out
O Isyour system environment correct?

— Some software requires administrator authority or needs to be operated on the server. Run on the
appropriate environment.
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8.9 Problems with Bundled Software

[?7] NEC ESMPRO Agent (for Linux)

— For details of NEC ESMPRO Agent, refer to User’s Guide stored in ft control software Install DVD.

[?] Device IDin Alert Report

— Some Express5800/ft series reports use unique device IDs which correspond to the devices listed
in Chapter 1 (4.2 Device Path Enumeration).

Supplementary explanation for NEC ESMPRO Agent

Q

Notice on Operation of NEC ESMPRO Agent

— It may become unable to send report after recovering from hardware failure.
<Workaround>
Perform the following operation after recovered from hardware failure. After replacing the
hardware, confirm that System FT LED is lit green (duplex mode), log in as a root user, and run
the following command.
# | opt/ nec/ esnpro_sal bi n/ ESMRest ar t
* For the location of System FT LED, refer to Chapter 1 (6.1 Error Messages by LED Indication).

About portmap

— NEC ESMPRO Agent uses portmap function. If portmap stops or NEC ESMPRO Agent reboots
while NEC ESMPRO Agent is operating, NEC ESMPRO Agent does not work appropriately.
Run the following command and reboot NEC ESMPRO Agent

# lopt/nec/esmpro_sa/bin/ESMRestart

ntagent Memory Usage

— When [Information of server state/constitution] appears, the memory usage of ntagent increases
about 10KB per hour. Do not always display [Information of server state/constitution], but display it
only when failure occurs. When memory usage is enlarged, run the following command and reboot
NEC ESMPRO Agent.

# lopt/nec/esmpro_sa/bin/ESMRestart

Network (LAN) Monitoring Report

— The network (LAN) monitoring function defines the line status depending on the number of
transmission packets and the number of packet errors within a certain period. Thus, the LAN
monitoring function may report a line fault or high line load only in a temporary high line
impedance state. If a normal state recovery is reported immediately, temporal high line impedance
may have occurred thus there is not any problem.

Network (LAN)Monitoring Threshold

— Because the Express5800/ft series detects hardware faults on the network in the driver level, NEC
ESMPRO Agent does not monitor line faults.
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O Change of SNMP Community

— If the security setting of the SNMP Service of a system, where NEC ESMPRO Agent is installed, is
changed from the default "public” to a community name, change the community settings of NEC
ESMPRO Agent, too.

1. Log in as a root user.
2. Move to the directory where the control panel of NEC ESMPRO Agent is stored.
# cd/opt/nec/esmpro_sa/bin
3. Start the control panel.
# /ESMagntconf
The Control Panel window appears.
4. Click [General].
The [General Properties] window appears.
5. Select a SNMP community name used when you retrieve local machine information
in the [SNMP Community] box. (Select by "1 key or "J" key.)
6. Click [OK] to quit.

Q The Detail Information of Alert

— Detail information of some alert displayed on the alert viewer may be displayed as "Unknown.
O File System Monitoring Function

— vmfs area is not monitored.
O Change Settings of File System Monitoring Function

— New settings in thresholds of monitoring interval and free space monitoring are not reflected
immediately after they are changed. They are reflected at the next monitoring interval of
monitoring service.

O CPU Load Ratio of snmpd Service

— While monitoring the server from NEC ESMPRO Manager, the CPU load ratio of snmpd Service
on NEC ESMPRO Agent side may increase at every monitoring interval (default: 1 minute).
NEC ESMPRO Manager and NEC ESMPRO Agent exchange information through snmpd Service.
If the server status monitoring by NEC ESMPRO Manager is on (default: ON), NEC ESMPRO
Manager regularly issues a request to NEC ESMPRO Agent to get the current status of the server.
In response, NEC ESMPRO Agent checks the status of the server. As a result, the CPU load ratio
of snmpd Service increases temporarily.
If you have trouble of terminating a movie player application, turn off the server status monitoring
by NEC ESMPRO Manager or extend the monitoring interval.

O Hang of snmpd Service

— Snmpd Service has a module called "SNMP Extended Agent." This module may be registered
when you install some software that uses snmpd Service.
If you start snmpd Service, SNMP Extended Agent is also loaded at the initialization. However, if
the initialization is not completed within a specified period, snmpd Service will hang. It may take
time to complete the initialization due to temporary high load on the system. In this case, wait for
the system load become low enough before restarting snmpd Service.
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[?] NEC ESMPRO Manager

— For details of NEC ESMPRO Manager, refer to "NEC ESMPRO Manager Installation Guide" in
EXPRESSBUILDER or its help.

Supplementary explanation about [Information of server state/constitution] of NEC ESMPRO
Manager

Q

Display immediately after system startup

— If you open [Information of server state/constitution] immediately after the system starts up, the
tree or the state may not be displayed correctly due to high load of the system. In about 20
minutes after the system startup, open [Information of server state/constitution] again.

Display of an Unmounted Sensor

— For R320d-E4/ R320d-M4, an unmounted sensor is indicated as "Unknown" on [Information of
server state/constitution].

Ex: [Information of server state/constitution] - [Enclosure] - [Temperature]

Temperature information

Location: DIMM2 Temp#0
Temperature:  Unknown
Threshold: Disabled
Status: Unknown

Pop-up "Constitution Information has changed." is displayed.

— If you are seeing [Information of server state/constitution], pop-up is displayed when hardware
constitution on the monitored server is changed (such as attaching or removing CPU module or
PCI module). The information on the screen is updated afterwards.

System Environment Monitoring

— The monitoring of temperature, fan and voltage under [Enclosure] in [Information of server
state/constitution] is set to enable and cannot be changed to disable by default.
"Monitoring" is displayed on the following screen if NEC ESMPRO Manager is used for monitoring.
[Information of server state/constitution] - [Enclosure] - [Temperature]
[Information of server state/constitution] - [Enclosure] - [Fan]
[Information of server state/constitution] - [Enclosure] - [Voltage]

CPU Information

— In [CPU Information] of [Information of server state/constitution], the external clock is displayed as
"Unknown."

The detail information of alert

— Detail information of some alert displayed on the AlertViewer may be displayed as "Unknown".
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8.10

Problems with Optical Disk Drive and Flash FDD

[?]

[?]

[?]

[?]
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Unable to access or play optical disks such as CD-ROMs
O Isthe CD-ROM properly set in the optical disk drive tray?

— There is a holder in the tray to secure the disk. Make sure that the disk is securely placed in the
holder.

Q s the ft control software installed?

— The DVD drive of the server is available only when ESXi OS is installed for the first time. If you
want to use DVD with the guest OS, connect the DVD drive of the machine on which vSphere
Client is running to guest OS.

O Isthe DVD/CD-ROM supported by the server?

— For adisk such as a CD with copy guard which does not conform to the CD standard, the playback
of such a disk with the optical disk drive is not guaranteed.

— The DVD/CD-ROM for Macintosh is not supported.

Unable to eject a disk using the eject button
— Eject the disk in the following procedure.
1. Press the POWER switch to turn off the server (POWER LED is off).

2. Use a 100 mm long metal pin that is 1.2 mm in I

. o . o -, |
diameter (or uncoil a thick paper clip) and insert it
into the forced eject hole at the front of the tray. /
Keep pressing slowly until the tray comes out. Forced eject hole

Important Je Do not use anything that easily breaks such as toothpicks or plastic.

e If you still cannot eject the disk, contact the maintenance service
company.

3. Pull the tray out with your hands.
4. Remove the disk.

5. Push the tray back to its original position.

Fail to access (read or write) to the Flash FDD:
Q Is the Flash FDD write-protected?

— Place the write-protect switch on the Flash FDD to the "Write-enabled" Position.
Q Isthe Flash FDD formatted?

— Use a formatted Flash FDD. Refer to the manual that comes with the OS for formatting.
O Is another Flash FDD or a floppy disk drive connected to this server besides this Flash FDD?

— One Flash FDD can only be connected to a USB connector of this server.

If another Flash FDD or a floppy disk drive connected to this server, use it after removing this.

The Flash FDD doesn’t operate normally after failover.
O Reconnect Flash FDD once after removing.

— When the server process failover with the Flash FDD connected, the Flash FDD is not normally
recognized. In that case, once remove the Flash FDD, and reconnect it to this server.
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. Resetting and Clearing the Server

Refer to this section if the server does not work or if you want to set BIOS settings back to the factory settings.

9.] Software Reset

If the server halts before starting the OS, press Ctrl + Delete + Alt. This clears all the data in progress in
memory, and restarts the server.

Note To reset the server when it is not frozen, make sure that no processing is in
progress

9.2 Forced Shutdown

Use this function when an OS command does not shut down the server, POWER Switch does not turn off the
server, or software reset does not work.

Continue to hold POWER Switch of the server for at least 4 seconds. The power is forcibly turned off._
(To turn on the power back again, wait at least 30 seconds after turning off the power).

Note If the remote power-on function is used, cycle the power once to load the OS after
the power has been forcibly turned off, and then turn off the power again by
shutting down the OS.

Press the POWER switch for 4 seconds or longer.
The server is forcedly powered off.

Press this switch for 4 seconds or longer.
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9.2 Clearing BIOS Settings (CMOS Memory)

To set the BIOS settings back to the factory default settings (clearing CMOS memory), use the internal jumper
switch.

You can also clear the password set in the BIOS Setup utility (SETUP) by using the same way.

Tips When the server works, use the BIOS setup utility (SETUP) to return the settings to
the factory defaults.

To clear the password or the CMOS memory, use the corresponding jumper switch illustrated in the figure
below.

Important JDo not change any other jumper switch settings. Any change may cause the
server to fail or malfunction.
=l @
2 L
o B
Gli= o
I l [ ] |‘
= e

o~
[

/4

PASSWORD Clear Jumper CMQOS Clear Jumper
(PASSCLR) (CMOSCLR)

Protect (factory default) Protect (factory default)

=]
o o
o o
o o
o o
o o
=i
o o
o o
oo
o o

o|jlojo|o o o|jojo|o|o
D Clear Clear
o|lojo|oO o o|jojo|o|o
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The following instructions show how to clear the CMOS memaory and the password.

‘c ﬁ Be sure to observe the following precautions to use the server safety. Failure to
observe the precautions may cause death or serious injury. For details, refer to

'EE . Safety precautions in Precautions for Use in "User’s Guide".

e Do not disassemble, repair, or alter the server.

. . e Do not remove lithium batteries.

e Disconnect the power plug before installing or removing the server.

A\ CAUTION

ﬁ ﬁ Be sure to observe the following precautions to use the server safely. Failure to
observe the precautions may cause burns, injury, and property damage. For

é f details, refer to Safety precautions in Precautions for Use in "User’s Guide".

e Make sure to complete installation.

® e Do not get your fingers caught.

e Avoid installing under extreme temperature conditions.

Important JTake anti-static measures before operating the server. For detailed
information on static electricity, refer to Chapter 2 (5.1.2 Anti-static
measures).
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Clearing CMOS memory

1. Disconnect AC power cords from CPU/IO modules 0 and 1.

2. Remove CPU/IO module 0, and remove its top cover.

Refer to Chapter 2 (5.4 CPU/IO Module).
3. Confirm the position of Clear CMOS Jumper.
4. Change jumper switch to "CMOS CLR" position.
5. Assemble the CPU/IO module 0.
6. Connect AC power cords to CPU/IO modules 0 and 1 at the same time.

7. Confirm that PRIMARY LED of CPU/IO module 0 lights after a while.
If PRIMARY LED of CPU/IO module 1 lights, disconnect AC power cords from both CPU/IO modules,

wait for 30 seconds, and connect them at the same time.

8. When the POWER LEDs on CPU/IO modules 0 and 1 starts blinking, press the POWER switch to turn

on the server.

9. If the following warning message appears, press the POWER switch to power off the server.

(POST proceeds even when the warning message is displayed.)

WARING

8006: System configuration data cleared by Jumper.
10. Disconnect AC power cords from CPU/IO modules 0 and 1.
11. Remove CPU/IO module 0, and remove its top cover.
12. Change jumper switch setting to its original position (Protect).
13. Assemble the CPU/IO module O.
14. Connect AC power cords to CPU/IO modules 0 and 1 at the same time.

15. Confirm that PRIMARY LED of CPU/IO module 0 lights after a while.
If PRIMARY LED of CPU/IO module 1 lights, disconnect AC power cords from both CPU/IO modules,

walit for 30 seconds, and connect them at the same time.

16. When the POWER LEDs on CPU/IO modules 0 and 1 starts blinking, press the POWER switch to turn

on the server.

17. When the following message appears, press F2 to start BIOS SETUP utility.

Press <F2> SETUP, <F4> ROM Utility, <F12> Network

18. On [Save & Exit] menu of BIOS SETUP, select [Load Setup Defaults], and then [Save Changes and
Exit].
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Clearing a password

1. Disconnect AC power cords from CPU/IO modules 0 and 1.

2. Remove CPU/IO module 0, and remove its top cover.

Refer to Chapter 2 (5.4 CPU/IO Module).
3. Confirm the position of Clear Password Jumper.
4. Change jumper switch to "PASS CLR" position.
5. Assemble the CPU/IO module 0.
6. Connect AC power cords to CPU/IO modules 0 and 1 at the same time.

7. Confirm that PRIMARY LED of CPU/IO module 0 lights after a while.
If PRIMARY LED of CPU/IO module 1 lights, disconnect AC power cords from both CPU/IO modules,

wait for 30 seconds, and connect them at the same time.

8. When the POWER LEDs on CPU/IO modules 0 and 1 starts blinking, press the POWER switch to turn

on the server.

9. If the following warning message appears, press the POWER switch to power off the server.

(POST proceeds even when the warning message is displayed.)

WARING

8007:SETUP Menu Password cleared by Jumper.

10. Disconnect AC power cords from CPU/IO modules 0 and 1.
11. Remove CPU/IO module 0, and remove its top cover.

12. Change jumper switch setting to its original position (Protect).
13. Assemble the CPU/IO module O.

14. Connect AC power cords to CPU/IO modules 0 and 1.

Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5) 83



Chapter 1 Maintenance 10. System Diagnostics

I 0. System Diagnostics

The System Diagnostics runs several tests on the server.

10.1 Testltems

The following items are tested in System Diagnostics.
e Memory
e CPU cache memory

e Hard disk drive

Important |Before executing the System Diagnostics, be sure to disconnect the LAN
cable and external I/0O devices (e.g., Fibre Channel device and iStorage).
Executing the System Diagnostics with the LAN cable connected may affect
the network and/or the running system.

Tips No data is written to the disk on checking hard disk drives.

10.2 Startup and Exit of System Diagnostics

Start up System Diagnostics in the following procedure. (If the server is running, shutdown the system.)

1. Start up EXPRESSBUILDER and select Tool menu from Boot menu.
For information on starting up EXPRESSBUILDER, refer to Chapter 3 (5. Details of
EXPRESSBUILDER).

Note In case Language selection menu appears, select English.

2. Select Test and diagnostics.

3. Select End-User Mode (Basic) to start System Diagnostics. This process takes about three
minutes.
When the diagnostics is completed, the screen display changes as shown below.
See eupro_ug_en.pdf in the \isolinux\diag folder of EXPRESSBUILDER for the End-User Mode
(Professional) feature.

Supervisor-Mode is intended for maintenance personnel.

84 Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5)



Chapter 1 Maintenance 10. System Diagnostics

Diagnostics tool title

~
TeDoLi (TEst & Diagnosis On Linux) Ver001.00 (Build020901.1.1m)

Test End

Start 10:06:58 End 10:09:58  Pass 000:03:00  TestTime 000:03:00 (|
Test End: NormalEnd 03 AbnormalEnd 00 ForceEnd 00

Test window title

Test results

<System>
MEM Memory 16 count  NormalEnd
CACHE Cache 49 count NormalEnd
<SCSE>
HDD_02:000 DK32DJ-36W 89 count NormalEnd

N

Test summary window

Guideline.
uideli Ny

™ [Enter] Detail Information [ESC] Return to Enduser Menu

Diagnostics tool title

Shows the name and version of the diagnostic tool.

Test window title

Shows the progress of the diagnostics. "Test End" is displayed when the diagnostics completes.

Test results

Shows the start, end, and elapsed time and completion status of the diagnostics.

Guideline

Shows the details of the keys to operate window.

Test summary window

Shows the results of each test. Move the cursor and press Enter on the cursor line to display the
details of the test.

When an error is detected by the System Diagnostics, the relevant test result in the Test summary
window is highlighted in red, and "Abnormal End" is displayed in the result on the right side.

Move the cursor to the test that detected the error, and press Enter. Take notes about the error
message that has been output to the Detail Information screen and contact the store where you

purchased the product or your maintenance service company.
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4. Follow the guideline shown at the bottom of the screen, and press Esc.

The Enduser Menu below is displayed.

TeDoLi (TEst & Diagnosis On Linux) Ver001.00 (Build020901.1.1m)
Enduser Menu

<Test Result>

Please choose a function by the arrow key and push Enter key.

<Test Result>

Shows the diagnostics completion screen of the above diagnostics.

<Device List>

Shows a list of connected devices.

<Log Info>

Shows the log information of the diagnostics. Log information can be saved. To save it, connect a FAT
formatted removable media, and then select [Save(F)].

<Option>

Optional features can be used from this menu.

<Reboot>

Reboots the server.

5. Select Reboot in Enduser Menu.

The server restarts. Remove EXPRESSBUILDER DVD from the drive.

System Diagnostics is now completed.
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J I. Offline Tools

Offline tools are used for preventive maintenance, failure analysis, and their settings for this product.

I 1.1 Starting Offline Tools

Start up the offline tools at the following steps.

1. Turn on the peripheral devices and then the server.

2. Press F4 while the message below is displayed.

Press <F2> SETUP, <F4> ROM Utility, <F12> Network

3. Keyboard Selection Menu appears after POST completion.

When you select a keyboard type, the following menu is displayed.

Off-line TOOL MENU

Maintenance Utility
BMC Configuration
Exit

4. Select Maintenance Utility or BMC Configuration to start each tool.

Refer to the next section for more information.
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I 1.2 Functions of Offline Tools

Offline Tools offers the following functions.

Note When you start the offline tools while RDX is connected to the server, disable RDX
before starting the offline tools by setting RDX to hibernate mode.

Off-line Maintenance Utility

Off-line Maintenance Utility is started when Maintenance Utility is selected. Off-line Maintenance Utility is
used for preventive maintenance and failure analysis for this product. When you are unable to start NEC
ESMPRO due to a failure, Off-line Maintenance Utility can be used to check the cause of the failure.

Note The Off-line Maintenance Utility is intended for maintenance personnel. Consult
with your service representative if any trouble that requires Off-line Maintenance
Utility occurred.

After starting up the Off-line Maintenance Utility, the following features are available to run.

— IPMI Information Viewer
Displays System Event Log (SEL), Sensor Data Record (SDR), and Field Replaceable Unit (FRU)
in IPMI (Intelligent Platform Management Interface) and also back up such information.
Using this feature, system errors and events can be investigated to locate the parts to be replaced.
You can also clear the SEL area, and specify the operation when the SEL area becomes full.

Tips DIMM information (DIMMx FRU#y) displayed when you select Display Most
Recent IPMI Data — Field Replaceable Unit (FRU) List is the one for CPU/IO
module on primary side.

For the CPU/IO module on opposite side, the following message will be displayed,
however, it is not a failure.

WARNI NG
No I nformation.
The Device is not detected or it is broken.

—  System Information Viewer
Displays information on processor (CPU), BIOS.
Also output the information to a text file.

—  System Information Management
Set the information specific to your server (Product information, Chassis information).

BMC Configuration

— Itis used for setups of alert functions by BMC (Baseboard Management Controller) and remote
control functions by Management PC.

Refer to Chapter 3 (2. BMC Configuration) for more information.
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NEC Express5800 Series
Express5800/R320d-E4, R320d-M4

Configuring and Upgrading the System

This chapter describes procedure for change configuration and installing internal option devices.

1. ftSys Management Appliance
Describes the specifications of ftSys Management Appliance (virtual machine).

2. Disk Operations
Describes how to duplex hard disk drives and how to replace the failed hard disk drives.

3. Duplex LAN Configuration
Describes how to configure duplex LAN.

4. Miscellaneous Configuration

5. Installing Optional Devices
Describes procedure for installing, replacing, or removing internal option devices.
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. ftSys Management Appliance

1.1 Overview

The ftSys Management Appliance is a CentOS-based virtual machine hosted by the VMware ESXi hypervisor
on your ftServer system. ft control software runs on ftSys Management Appliance. ft control software
monitors/manages the state of the ESXi host system at all times and provides commands to change the

system settings and access the system information.

The specifications of ftSys Management Appliance (virtual machine) are as follows.

CPU 1vCPU
Memory 1024MB
Disk 10GB
Network lport
Guest OS CentOS 5.7
Tips For detailed information on CentOS, refer to the Web site below.

http://www.centos.org/

ftSys Management Appliance

M VM M
ft control
software
[ os JL_os J|L_os |
VMware ESXi |
(=]
ft Server
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1.2

Steps for Accessing ftSys Management Appliance

Access ftSys Management Appliance by using the vSphere Client installed on the Management PC.
Right-click ftSys Management Appliance in the left pane of the vSphere Client and select [Open Console].
ftSys Management Appliance can also be accessed by clicking the [Console] tab displayed in the right pane

or clicking the [Launch Virtual Machine Console] button on the toolbar.

All the administrative commands that are described in this document are supposed to run on ftSys

Management Appliance.

1.3

Precautions for Using ftSys Management Appliance

Your system is not fault tolerant unless the ftSys Management Appliance is properly configured and running

at all times. Use ftSys Management Appliance with careful attention to the instructions provided below.

e Do not migrate or delete the ftSys Management Appliance. To ensure continuous uptime, the

appliance must be present and running on your ftServer system at all times.

e Do not restart or shutdown the ftSys Management Appliance, unless instructed to do so for updates or
troubleshooting purposes. The appliance is also configured to start and shut down automatically with

your ESXi host. Do not change this configuration.

e  Deploy only one ftSys Management Appliance per system, and configure it to manage only the ESXi

host on which it is installed.

e  Deploy the ftSys Management Appliance only in the VMFS volume located on the boot disk for your
system, whether the boot disk is an internal disk or external storage volume. Check that the boot disk

can be accessed only from the supported ft server.

e  For configuration changes below, running appropriate commands is required. For details, refer to

Chapter 1 (2.3 Precautions for Changing the Configuration after Setup) of Installation Guide.

To change the IP address or root user password of the ESXi host

To change the IP address or host name of log server

To change the firewall rules for ftSys Management Appliance

e Please ensure that the appliance remains on the same network as the ESXi host, and that the

appliance and host can still communicate with each other.

e Do not enable SELinux in the ftSys Management Appliance.
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e As long as there are no directions from maintenance personnel, ft peculiar service on ftSys

Management Appliance or an ESXi host is not stopped, or a starting setup is not changed.

e  Use only the root user to run administrative commands in the appliance. Avoid creating additional
administrative users in the appliance. The default root password is "ftServer" and changing the

password is recommended from the security viewpoint.

e  To avoid directly logging in to ftSys Management Appliance with the root user from security viewpoint,
log in to ftSys Management Appliance with the ftadmin user, and then, gain root privileges by the su
command before running the administrative commands. The default ftadmin password is "ftadmin" and

changing the password is recommended as well as that of the root user.

e  Avoid deploying your own scripts and third-party agents in the ftSys Management Appliance.

e Avoid manually updating the CentOS software or manually adding and removing RPM software

packages in the ftSys Management Appliance.

e ftSys Management Appliance is monitored by the ESXi host, and even if it stops, it is automatically
restarted.

e  The duplicated state continues even when ftSys Management Appliance stops. However, when a
module is isolated and duplication ends while ftSys Management Appliance is stopped, the module is

not embedded again while ftSys Management Appliance is stopped.
e  When your ft Server is included in the VMware vSphere HA cluster, set “VM restart priority” of ftSys

Management Appliance to other than “disable”. When it is set to “disable”, the ft Server may not be

duplicated properly.
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2. Disk Operations

NEC Express5800/ft series duplicates disks to secure data integrity by Software-RAID.

Important Je It is recommended to create only a system partition on the disk specified at
installation of ESXi.

e When you have created the VMFS data store area on the disk with specified at
installation of ESXi, note that all area of the disk is cleared at the time of the
reinstallation of the ESXi.

2.1 Operable disk configuration

Duplication must be configured for all the internal disks in NEC Express5800/ft series.

The disks redundancy is configured by Software RAID with the internal disks of corresponding slots.

The internal disks path and device name

Slot 1 Slot 3 Slot 5 Slot 7
Slot 0 Slot 2 Slot 4 Slot 6
— l —) ) ‘@ —_— & o —
— P ! o |||~
o @ole © g 8 818 3 8 P @) e
ng 10/40/1| [T 10404 TR 10/40/4 [T 104078 [ {L_:‘- ~
|0 10/40/2_[Jo|-[T] 10/40/4 [p-[T] 10/40/6 [J4[1] 10/40/8 [H J"' ﬁ]
O O O ] |”:| O
.@ o2 co 588 88 80 @ .@. | °
7 TR 117401 [T 11740/3 JH[{[] 11/40/5 |[]-'I 11/40/77 u .3”~0
® £ ]
| L /402 [T | 11/40/4 I]n][» 11/40/§ [li[T] 117408 B | Dl@], )
Slot 0 Slot 2 Slot 4 Slot 6
Slot 1 Slot 3 Slot 5 Slot 7

Slots corresponding to the mirroring process

Corresponding slots
Slot 0 (10/40/1) <—p  Slot 0 (11/40/1)
Slot 1 (10/40/2) <«— Slot1(11/40/2)
Slot 2 (10/40/3) <—p Slot 2 (11/40/3)
Slot 3 (10/40/4) <«— Slot3(11/40/4)
Slot 4 (10/40/5) > Slot 4 (11/40/5)
Slot 5 (10/40/6) < > Slot 5 (11/40/6)
Slot 6 (10/40/7) <«— Slot6(11/40/7)
Slot 7 (10/40/8) <—p Slot 7 (11/40/8)
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2. Disk Operations

To operate the internal disk, use the kernel device names. The kernel device name is decided by being

detected by system when the disk is inserted or system is booted. The kernel device name is displayed as

“vmhban:CO0:Tx:LO".

The “n” of “vmhban” represents the last digit of I/O module (10, 11). "x” of "Tx" represents a target number

larger than 0, and it is assigned by detection order.

You can confirm the kernel device name corresponding to the slot by using “/opt/ft/bin/ftsmaint” command.

If you need to confirm the kernel device name of internal disk installed in the slotO of I/O module 0 (10), run

the following command. In the following example, the kernel device name is vmhba0:CO:TO:LO.

# /opt/ft/bin/ftsmai
H W Pat h

Descri ption

State

Op State

Reason

Model x

Fi rmnare Rev
Serial #

Devi ce Nane

Udev Devi ce Nanes

Kernel Device Nanes
Endur ance

MIBF Pol icy

MIBF fault class:
Faul t Count:

Last Ti nestanp:
Repl ace Threshol d:
Evi ct Threshol d:
Val ue:

M ni nrum Count :

MIBF fault class:
Fault Count:

Last Ti nestanp:
Repl ace Threshol d:
Evi ct Threshol d:
Val ue:

M ni mum Count :

10/ 40/ 1

10/ 40/ 1

Di sk Drive

ONLI NE

DUPLEX

NONE

SEAGATE: ST9146853SS
NOO7
6XMD2H250000B117KSV2
disk_a

vimhbaO: C0: TO: LO

nt |Is

: useThreshol d
critical

noncritical r enoval
0 0 0
0 0 0
2147483647 604800 86400
0 0 0
1 4 2
aborts
0
0
86400
0
2

To configure the redundant configuration, use “esxcli storage mpm” command. On this occasion, the RAID

device name is expressed as “mpmn”(“n” is 0~7).
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The RAID device names assigned to internal disks

ol © O Enl
o) 00 0 8888880 o ekl
Jg 0 mpmo ] mpm2  [HAM mpma [[0 mpmé |m Fc]
LM mpm1 JEHI] mpm3 B4 mpms [WJIl mem7 [H | Ik
Ol O O |”] o
) 9000 888838380, RN
g er {0 mpmo B mpm2 [H mpm4 H]]:D mpmé& m };; —:ULO
-l U mpmi TR mpm3 TR mpm5 TR mem7 [ [ D%ﬂ_{

Important Je When the status of each disk becomes "resync" "recovery" "check" or "repair"
do not add a disk, insert/remove HDD, power off or restart the system. Wait until
the status indication of Raid device disappears and the status of each disks
become "in_sync". Check the status of RAID using the "esxcli storage mpm"
command, which is described later in this document.

e Use only the hard disk drives specified by NEC. There is a risk of hard disk as
well as the entire device breakdown when you install a third-party hard disk
drive.

Purchase two, paired hard disk drive of the same model to configure the hard
drive redundancy. For information on which HDD suits this device the best, ask
your sales agent.
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2.2 esxcliCommand Syntax

The esxcl i command syntax used in this document is as follows.

* To check the state of the disk
esxcli -s <ESXi host |P address> storage npmli st

¢ Toisolate a disk from the RAID configuration
esxcli -s <ESXi host |P address> storage npmfail —v <Device name> -d <Ker nel
devi ce nanme>

¢ To remove a disk from the RAID configuration
esxcli -s <ESXi host | P address> storage npmrenove —v <Devi ce nanme> -d <Ker nel
devi ce nanme>

¢ To add a disk to the RAID configuration
esxcli -s <ESXi host | Paddress> storage npmadd —v <Devi ce nane> - d <Ker nel devi ce

name>
¢ To add disks (RAID configuration)
esxcli -s <ESXi host |P address> storage npmcreate —v <Device nanme> --di skl=

<Ker nel devi ce nane> --di sk2=<Kernel device nanme>

2.3 Confirm Hard Disk Drives status

To confirm the disk status, use esxcl i storage npm | i st command.

The following display is an example when esxcli storage npm|ist command is run.

# esxcli —s XXX.XXX.XXX. XXX storage npmli st
Info

mpn0 : 143066368 bl ocks (139713 MB) [2/2]

\ _ vnhbaO: CO: TO: LO (10/40/1) [ in_sync ]
\ _ vnhbal: CO: TO: LO (11/40/1) [ in_sync ]
Note

The kernel device name is defined at the time when disk is detected. Accordingly, it is
subject to be changed if the disk is relocated or the system is rebooted. You need to
confirm the current disk status by running the esxcli storage nmpm | i st command

every time you perform disk operation.
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2.4 Replacing a hard disk drive

To replace a failing hard disk drive, follow the steps below. Replace a hard disk drive when the CPU/IO

module 0 and 1 are powered on.

2.4.1 Identifying a failing disk

This section provides information on how to identify a failing hard disk drive.
Important | This must be operated by root user.

1. Run esxcli -s <ESXi host IP address> storage mpm list.
2. Check the failed disk form the displayed info.

The following is an example when a failure occurred on the internal disk stored in the slot 0 of /O module
1.

# esxcli —s XXX.XXX.XXX. XXX storage npm i st
Info

nmpnD : 143066368 bl ocks (139713 MB) [2/2]

\ _ vnhbaO: CO: TO: LO (10/40/1) [ in_sync ]

\ _ vnhbal: CO: TO: LO (11/40/1) [ faulty ]

When you confirm the slot0 of I/O Modulel by “/opt/ft/bin/ftsmaint Is” command, it is displayed as follows.

# cd /opt/ft/bin/

# ./ftsmaint |s 11/40/1

H W Pat h 11/40/ 1
Descri ption Di sk Drive
State BROKEN

Op State SHOT
Reason NONE
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2.4.2 Restoring the redundant configuration manually

This section provides information on how to replace a failing internal disk and restore duplication.

Important Je This must be operated by root user.

e While the replaced disk is restoring to the RAID configuration, do not
stop/restart the system when the reconfigured each RAID device is in
RECOVERY. Wait until the status indication of them disappears and the status of
each disks become "in_sync". (It comes to take time depending on disk space.)

1. To isolate the failing disk from redundant configuration, run the esxcli storage nmpm fail and

esxcli storage npm renpbve commands with device name and kernel device name specified.

Note The r emove command will fail if disk status is other than [faulty]. You should change disk
status by running fail command in advance. Run the rempve command without
intermission because the disk status returns to [in_sync] in a short time after running the

fail command.

The following is an example of command prompt for the procedure from isolating the internal disk stored
in the slot O of /O Module 1.

# esxcli —s XXX.XXX.XXX. XXX storage npm i st
Info
mpnD : 143066368 bl ocks (139713 MB) [2/2]
\ _ vnhbaO: CO: TO: LO (10/40/1) [ in_sync ]
\ _ vnhbal: CO: TO: LO (11/40/1) [ faulty ]

# esxcli —s xxx.XxxX.xxX.xxx storage npmfail —-v nmpnD —d vnhbal: C0: TO: LO

# esxcli —s XXX.XXX.XXX. XXX storage npmrenove -v npnD —d vmhbal: Q0: TO: LO
# esxcli —s xxX.XXX.XXX.XXX storage npm li st
Info

npnD : 143066368 bl ocks (139713 MB) [1/2]
\ _ vrhbaO: CO: TO: LO (10/40/1) [ in_sync ]

Unused di sks:
- vmhbal: CO: TO: LO (11/40/1)
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2. Remove the disk from the system, and then, insert a new disk.

Please wait while the system to recognize the disk.

# esxcli —s XXX.XXX.XXX. XXX storage npmli st
Info

npn0 : 143066368 bl ocks (139713 MB) [1/2]

\ _ vnhbaO: CO: TO: LO (10/40/1) [ in_sync ]

# esxcli —s XXX.XXX.XXX. XXX storage npm i st
Info

npn0 : 143066368 bl ocks (139713 MB) [1/2]

\ _ vnhbaO: CO: TO: LO (10/40/1) [ in_sync ]

Unused di sks:
- vrmhbal: CO: TO: LO (11/40/1)

3. To restore the redundant configuration, run the "esxcli storage mpm add" command with RAID device

name and kernel device name specified.

# esxcli —s XxXX.XXX. XXX. XXX storage npm add -v nmpn0 —d vrhbal: CO: TO: LO

Note Synchronization may start automatically when a new disk is inserted.

In this case, restoration by running add command is not necessary.

4. Confirm that resync is started.
In the example below, it is shown that the progress ratio of synchronization is 51.6%, and 32.8 minutes is
required to complete synchronization. When the progress is no longer displayed and both kernel devices

show [in_sync], the synchronization is completed.

# esxcli —s XXX.XXX.XXX. XXX storage npm i st
Info
nmpnD : 143066368 bl ocks (139713 MB) [2/2]
| recover =51. 6% ( 73879680/ 143066368) fi ni sh=32. 8m n (35088K/s)

\ _ vnhbaO: CO: TO: LO (10/40/1) [ in_sync ]
\ _ vnhbal: CO: TO: LO (11/40/1) [ syncing ]
# esxcli —s XXX.XXX.XXX. XXX storage npm i st
Info

nmpnD : 143066368 bl ocks (139713 MB) [2/2]
\ _ vnhbaO: CO: TO: LO (10/40/1) [ in_sync ]

\ _ vnhbal: CO: TO: LO (11/40/1) [ in_sync ]
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2.4.3 Reducing resync time

You can reduce the resync time to change the minimum resync speed from 1,000 KB/sec (default) to 200,000
KB/sec.

Note The minimum resync speed affects system performance. If it is increased, the system

performance becomes lower, therefore care must be taken in changing configuration.

Run the following command to confirm the current speed.
The example below shows the default setting (minimum resync speed: 1,000 KB/sec, maximum resync
speed: 200,000 KB/sec).

# esxcli —s XXX.XXX. XXX. XXX storage npm speedLi m t
Vol une M ni num Maxi num

vol une 1000 200000

Run the following command to specify the minimum resync speed to 200,000 KB/sec for all disks.

# esxcli —s XxXX.XXX.XXX. XXX storage npm speedLi mt --m n=200000 --nmax=200000
Vol une M ni num Maxi num

volume 200000 200000

To confirm or specify the minimum resync speed for individual disk, run the command with "-v <Device
name>". The example below shows that the command is run for device name mpm1.

# esxcli —s xXX.XXX.XXX. XXX storage npm speedLimt -v npml --m n=200000
- - max=200000
Vol une M ni num Maxi num

volume 200000 200000

Note The minimum/maximum resync speed is reverted when the ESXi host is rebooted. To use
the setting persistently, let this command be run every time when the ESXi host is started.

Describe the following line in "/etc/rc.local.d/local.sh" file of ESXi host.

esxcli storage npm speedLimt --m n=200000 --max=200000

Refer to the Knowledge Base of VMware for how to describe the /etc/rc.local.d/local.sh file.
<VMware, Knowledge Base - Modifying the rc.local or local.sh file in ESX/ESXi to run
commands while booting (2043564)>

http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC

&externalld=2043564

100 Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5)



Chapter 2 Configuring and Upgrading the System 2. Disk Operations

2.5 Adding Hard Disk Drives

To add hard disk drives, follow the steps below. The hard disk drives should be added with the power of the
CPU/IO module 0 and 1 turned on.

2.5.1 Inserting Additional Disk Drives

Insert additional disk drives into empty slots in the order of the slot number from lowest to highest. Note that
two disks should be inserted into the correct locations to become a pair of slots that supports the mirroring

process.

2.5.2 Configuring a RAID Device

This section describes how to configure a new RAID device on the added disks.

Important IThese operations must be performed by the root user.

Note If the target disk drive has a data contained in it, the existing data will be erased by

configuring RAID system. Make sure that the target disk drive does not contain any

necessary data.

1. Run esxcli -s <ESXi host IP address> storage mpm list.

2. Check the added disks in the information displayed.

The following is an example that two disks are inserted into a pair of slots for the slot 1.

# esxcli —s XXX.XXX.XXX. XXX storage npm i st
Info

nmpnD : 143066368 bl ocks (139713 MB) [2/2]

\ _ vnhbaO: CO: TO: LO (10/40/1) [ in_sync ]

\ _ vnhbal: CO: TO: LO (11/40/1) [ in_sync ]

Unused di sks:
- vrmhbaO: CO: T1: LO (10/ 40/ 2)
- vrmhbal: CO: T1: LO (11/40/2)
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3. Configure a RAID device for a pair of the added disks (unused disks).

Specify the RAID device name and kernel device name that represents the relevant disk in "esxcli

storage mpm create". When the progress is no longer displayed and both kernel devices show [in_sync],

the synchronization is completed.

- -di sk1=vmhba0: CO: T1: LO --di sk2=vmhbal: CO: T1: LO

mpn0 : 143066368 bl ocks (139713 MB) [2/2]

\ _ vnhbaO: CO: TO: LO (10/40/1) [ in_sync ]

\ _ vnhbal: CO: TO: LO (11/40/1) [ in_sync ]
npml : 878906176 bl ocks (858306 MB) [2/2]

\ _ vnhbaO: CO: T1: LO (10/ 40/ 2) [ in_sync ]

\ _ vnhbal: CO: T1: LO (11/40/2) [ in_sync ]

# esxcli —s XxXX.XXX.XXX.XxX storage npm create -v npnil

<<<Mvhke sure that the RAID device is configured
successful ly. >>>

# esxcli —s XXX.XXX.XXX. XXX storage npmli st

Info
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2.5.3 Creating and Mounting a Filesystem

Create a file system (VMFS data store) to a RAID device you have built.

Note

When configuring RAID device using esxcl i

st orage npm cr eat e command, some

data remains unerased, and the existing VMFS datastore may be displayed on datastore

list. In this case, erase the existing datastore, then create a new datastore.

A W N P

. Select Add Storage.

) esxiserver — ¥Sphere Glient

File Edit View Ihveniory Administration Plug-ins Help

. Select Storage in the Hardware box.

. Open vSphere Client and log in to the ESXi host.

. Select the Configuration tab for the ESXi host.

o [=]

E E |E} Home b gF Inventory b [FJ Inventory

ol

[ |esxiserver

Cygnus131.fiteam.nec.com VMware ESXi, =8 H™Ha=

| Evaluation

Getting Started | Summary | Virtual Machines ' ResourceAllocation | Performance LGB Local Users & Groups | Events | Permission | |

(60 days remaining)

Hardware View: [Datastorss Devices|
Health Status Datastores Refresh  Delete I Add Storage... I Rescan All...
Processors Identification - | Device | Drive Type | capacity | Free | Type
Memory a datastore2 (1) Local STRATUS D...  Non-S5D 129.00 GB 117.72 GB WMFS
Etworking
4] | 2
Storage Adapters
Metwork Adapters Datastore Details Properties...
Advanced Settings
Power Management
Software
Licensed Features ;I
Recent Tasks Name, Target or Status contains: - I Clear %
Name | Target | status | Details | Initiated by | Requested Start Ti... = | Start Time
@ Refresh host storage system E esxiserver & Compleed ftsysuser 2014/10/30 13:40:13 20141030 13:40:
@ Refresh network information B esxiserver & Completed ftsysuser 2014/10/30 13:40:13 2014/10£30 13:40:

|

| I

[¢ Tasks |

|Eva\uatiun Mode: 60 days remaining  root Y
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5. The Add Storage wizard appears. Select Disk/LUN in Storage Type and click Next.

select Storage Type
Specify if vou want to format a new volume or use a shared folder over the network,

1 Disk/LUN
Select DiskjLUN
File System Yersian
Current Disk Layout
Properties
Formatting
Ready to Complete

—Storage Type

% Disk/LUN

Create a datastore on a Fibre Channel, iSCSI, or local SCS1 digk, or mount an existing YMFS valume,

* Network File System
hoose this option if vou want ko create a Network File System,

" Diagnostic
Mo diagnostic datastore is configured or none is accessible. This option reserves space for server Faulk d

ﬂi( Adding & datastare on Fibre Channel or iSCSI will add this datastore ko all hosts that have access
to the storage media.

Help |

Cancel |

4

6. Select a volume on which to create the VMFS datastore and click Next.

select Disk,/LUN
Select a LUM to create a datastore or expand the current one
B DiskjLUK ~ Mame, Identifier, Path I, LUM, Capacity, Expandable or WMFS Label c... - Clear
Select Disk /LUN
File: System Yersion Name ‘ Path I | LN~ ‘ Drive Type | Capacity |
Current Disk Layout Local STRATUS Disk (mpr1) vihbalioS00:c... O Mar-S5D 535,19 GB
Properties
Formatting
Ready to Complete
‘ I i
Help | < Back | Mext = I Cancel |
4
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7. Select the version of file system, and click Next.

File System Yersion
Specify the version of the ¥MF3 for the datastore

= DiskiLUN
Select DiskiLUM
File System Yersion
Current Disk Layout
Properties
Formatting
Ready to Complete

Current Disk Layout
‘ou can partition and format the entire device, all free space, or a single black of free space.

El DiskfLUN
Select Disk/LUN

File System VYersion Device Drive Type Capacity Available LU
Current Disk Layout Local STRATUS Disk {mpm1}) Maon-550 838,19 GB 838,18 GB [u]
Propetties Location

Formatting Jumfs{devicesidisksimpm1

Partition Format
MER

Feeady ko Complete

The hard disk is blank,
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9. Enter the datastore name, and click Next.

Properties
Specify the properties For the datatare

Bl DiskiLUN
Select Digk[/LUN
File System Yersion
Current Disk Lavout
Properties
Formatting
Ready to Complete

10. Specify the capacity for the area to be used, and click Next. By default, the maximum available space in
storage device is used.

Disk/LUN - Formatting
Specify the maximum file size and capacity of the datastore

Bl DiskfLUN
Select Disk/LUN
Filz System Wersion
Current Disk Lavout
Propetties
Formatting
Feeady ko Complete
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11. Click Finish.
Now the VMFS datastore is created.

Ready to Complete
Feeview the disk layvout and dick Finish to add storage

Disk/LUN Disk layout:
Ready to Complete
Device Drive Type Capacity LUN
Local STRATUS Disk {mpml) Mon-550 835,19 GB o
Location

fvmfsfdevices/disks/mpm1
Partition Format
GPT

Primary Partitions Zapacity
WMFS (Local STRATUS Disk {mpm1}.., G38.18 GB

File system:

Properties
Datastore name: datastare_on_mpmi

Formatting
File system: wmfs-5
Block size: 1 ME
Mazximum File size: 2.00 TB

Help | = Back | Einish I Cancel |

4
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.. Duplex LAN Configuration

The operable network configuration is described here.

2.1 Functional Overview

Duplicating a LAN is achieved by binding multiple adapters to the same virtual switch (NIC teaming). If an uplink

adapter fails, it switches to another adapter to continue the operation.

3.2 Operable Network Configuration

For NEC Express5800/ft series, network interface names are based on the naming convention as described in
the table below. Network duplication is achieved by pairing network interfaces of PCI slots in CPU/IO module 0
and network interfaces in the same PCI slots in CPU/IO module 1 (i.e. Two network interfaces are bound to a

switch).

When installing ESXi, the standard switch (vSwitchO0) is created in the port #1 (vmnic_100600, vmnic_110600)
of On Board (1 Gigabit) of CPU/IO modules 0 and 1, and network duplication is achieved.

You can configure the setting of and check the network interfaces from vSphere Client.
For more specific setting method, see VMware vSphere document “ESXi Configuration Guide”.

The network may be disconnected for up to about one minute when failover occurs on CPU/IO module due to

hardware failure.
It is necessary to be used after carefully examining the setting of application and client.

When 1/0 modules 0 (10) and 1 (11) were duplexed after startup of ESXi host, an alert is issued to NEC
ESMPRO Manager.

[Message: The device is now in a DUPLEX state.]

After this alert is issued, the following alert may be issued for the device such as network adapter of which
status is changed to SIMPLEX.

[Message: The device is now in a SIMPLEX state.]

However, it is not the problem if an alert that notifies of completion of duplication is issued immediately after this

alert message.
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PCI slot and network interface name

PCI slot Port CPU/IO module 0 CPU/IO module 1
On Board (1 Gigabit) #1 vmnic_100600 vmnic_110600
#2 vmnic_100601 vmnic_110601
On Board (10 Gigabit) (*) #1 vmnic_101200 vmnic_111200
#2 vmnic_101201 vmnic_111201
PCl-e slot 1 #1 vmnic_100100 vmnic_110100
#2 vmnic_100101 vmnic_110101
PCl-e slot 2 #1 vmnic_100200 vmnic_110200
#2 vmnic_100201 vmnic_110201
PCl-e slot 3 (*) #1 vmnic_100300 vmnic_110300
#2 vmnic_100301 vmnic_110301
PCl-e slot 4 (*) #1 vmnic_100400 vmnic_110400
#2 vmnic_100401 vmnic_110401

* For R320d-M4 model only
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4. Miscellaneous Configuration

4.1 Changing Datastore Name

If the ft Management Appliance is installed in internal disk, the storage name of internal disk (datastorel) is
changed to datastore2.

You can change the datastore name as needed.
Select the relevant datastore in [Summary] tab of vSphere Client, and select [Rename] from right-click menu.

Refer to the VMware vSphere document for detailed information.

(=) esxiserver — vSphere Client

=10l x|
File Edit ‘iew Inwvertory Administration Plue-ing Help
a G |@ Home b gf] Inventory b @ Inventory |
+
5 &
[0 [esxiserver Cygnus131.fiteam.nec.com VMware ESXi, ====1_ L™= - | Evaluation (60 days remaining)
B L Virtual Machines | Resource Allocation | Performance | Configuration | Local Users & Groups | Events | Permissions
Configuration Issues
S5H for the host has been enabled
General Resources
Manufacturer: NEC CPU usage: 155 MHz Capadity
Model: Express5800/R320dM4 [N... 20 x 2.499 GHz
CPU Cores: 20 CPUs x 2.499 GHz Memory usage: 2750.00 MB Capadity
Processor Type: Intel(R) Xeon(R) CPU ES-2670 | | il 24560,32 MB
v2 @ 2.50GHz
License: Evaluation Mode - Storage | Drive Type | copadty |
dat; m Non & 139.00GB 1L
Processor Sockets: 2 IL Browse Datastore [
Cores per Socket: 10 ll_ _’I
Logical Processors: 40 Network |
Hyperthreading: Active & win Unmaunt
Number of NICs: 8 Delete
4 3
State: Connected o — E— L]
Virtual Machines and Templates: 1 | - res 1 ;I
Recent Tasks Fraperties.. l— Clear %
Name | Target Status | Detail ?Dpy 0 OI‘DhDar? S rtTi.. = | Start Time |
Jl | I
[# Tasks | |Evaluation Made: 60 days remainine [root 2
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This section describes procedures to add/remove optional devices and replace failed components.

Important je

Optional devices described in this chapter may be installed or removed by the
user. However, NEC does not assume any liability for damage to optional
devices or the server or malfunctions of the server resulted from installation by
the user.

Use only the devices and cables specified by NEC. You will be charged to repair
damages, malfunctions, and failures caused by the use of any devices or cables
not specified for use with this server even within the warranty period.

J.1 Before Starting Work

5.1.1 Safety precautions

Observe the following notes to install or remove optional devices safely and properly.

A\ A
AQ
TO

A\ WARNING

Be sure to observe the following precautions to use the server safety. Failure to
observe the precautions may cause death or serious injury. For details, refer to Safety

precautions in Precautions for Use in User's Guide.

e Do not disassemble, repair, or modify the server.
e Donot look into the DVD-ROM drive.

e Do not remove the lithium battery, NiMH battery, or Li-ion battery.

4\ CAUTION

A\ A\
A A

Be sure to observe the following precautions to use the server safely. Failure to
observe the precautions may cause burns, injury, and property damage. For details,
refer to Safety precautions in Precautions for Use in User's Guide.

e Do not install CPU/IO module with its cover removed.

e Make sure to complete component installation.

e Do not pinch your finger(s).

e Pay attention to hot components.
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5.1.2 Anti-static measures

The server contains electronic components sensitive to static electricity. Avoid failures caused by static

electricity when installing or removing any optional devices.

e Wear wrist straps (arm belts or anti-static gloves).
Wear wrist straps on your wrists. If no wrist strap is available, touch an unpainted metal part of the cabinet
before touching a component to discharge static electricity from your body.

Touch the metal part regularly when working with components to discharge static electricity.

e Select a suitable workspace.
Work with the server on the anti-static or concrete floor.

When you work with the server on a carpet where static electricity is likely to be generated, make sure take
anti-static measures beforehand.

e Use aworktable.
Place the server on an anti-static mat to work with it.

e Clothes
Do not wear a wool or synthetic cloth to work with the server.

Wear anti-static shoes to work with the server.

Take off any metal accessories you wear (ring, bracelet, or wristwatch) before working with the server.

e Handling of components
Keep any component in an anti-static bag until you actually install it to the server.

Hold a component by its edge to avoid touching any terminals or parts.

To store or carry any component, place it in an anti-static bag.

5.1.3 Pre-upgrade verification

If you add on optional devices onto this server, some devices require specific ft control software version (s).
If the optional device requires specific version number (s), refer to the following procedure before adding the

devices.
1. Confirm the required ft control software’s version, Refer to the User’s Guide provided with the
device, check the NEC website, or contact your sales representative.
2. Verify the version of the ft control software on your system.

3. After confirming that the version of ft control software is appropriate to the optional device, add the

device onto the server.

For more information on how to verify the working ft control software version, refer to Chapter 1 (2.2

Confirmation of the ft control software version) in Installation Guide.
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5.1.4 Preparing your system for upgrade

Note the following, when installing or replacing devices, to improve the performance of Express5800/ft series.

With the Express5800/ft series, devices can be replaced during the continuous operation.
Take extreme care for electric shock and damage to the component due to short-circuit.

Optional devices cannot be installed or removed during continuous operation.
After shutting down OS, check that the server is powered off, disconnect all power cords and interface
cables from the server before installing or removing the optional devices.

To remove the CPU/IO module during the continuous operation, disable the intended module (place the
module off-line) by using the ftsmaint command.After a new module is installed to the server, enable the
module using the ftsmaint command.

Tips IThe system is defaulted to automatically boot the module, once installed.

Make sure to provide the same hardware configuration on both CPU/IO modules
Use the same slots and sockets on both groups.
Do not install those devices having different specifications, performance, or features.

Before removing the set screws from the CPU/IO modules, place the desired module off-line using the
ftsmaint command.
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J.2 Available Option Devices

Option devices that can be added, removed, or replaced are as follows:

e 2.5-inch hard disk drive
The server can contain up to 16 hard disk drives.
Install hard disk drives in 2.5-inch hard disk drive bay at front of the server.

¢ DIMM
Up to 256 GB (16 16-GB DIMMs) can be installed on R320d-E4 model, or R320d-M4 model.
After removing the CPU/IO module, install DIMMs in DIMM sockets on motherboard of the server.

e Processor (CPU)
Up to two CPUs can be installed.
After removing the CPU/IO module, install CPU in CPUs sockets of the server.

e PClcard
Up to two cards can be installed on R320d-E4 model, or up to 4 cards on R320d-M4 model.
After removing the CPU/IO module, install PCI card in PCI card slot of the server.
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5.2 2.5-inch Hard Disk Drive

The 2.5-inch hard disk drive bays in front of the server can mount up to 16 hard disk drives with the 2.5 inch

width exclusive trays.

Important Je Do not use any hard disks that are not authorized by NEC. Installing a third-party
hard disk may cause a failure of the server as well as the hard disk.

e Purchase hard disks of the same model in pair. Contact your sales agent for hard
disk drives optimum for your server.

The operation is executed on the created mirror volume with installed hard disk drive pairs such as slot 0 on
CPU/IO module 0/1, slot 1 on CPU/IO module 0/1, slot 2 on CPU/IO module 0/1. (The OS is installed on the

mirror volumes that consist of the hard disks in the slot 0.)

Slot 0 Slot 2 Slot 4 Slot 6 Dummy tray

thoo%c’Ss%ggg_gg‘o
) o o e
N e

CPU/IO module 0 ~

CPU/IO module 1

Slot 1 Slot 3 Slot 5 Slot 7

Slots to execute the mirroring process

Empty slots in the 2.5-inch hard disk drive bay contain dummy trays. The dummy trays are inserted to improve

the cooling effect in the server. Always insert the dummy trays in the slots with no hard disks drive installed.
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5.3.1 Installing 2.5-inch Hard Disk Drive

Follow the procedure below to install the hard disk drives. Install the hard disk drives from a smaller slot number

to large number on CPU/IO module 0/1, from slot O to slot through slot 7.

Important Je Refer to Chapter 2 (5.1.2 Anti-static measures) and Chapter 2 (5.1.4 Preparing
your system for upgrade) before starting installing or removing options.

e You must mount two HDDs that form dual disk configuration before starting the
OS.

1. Shut down the OS.

The system turns off automatically.
2. Remove the front bezel.
3. Identify the slot to which you want to install a hard disk drive.

4. If adummy tray is inserted in a slot you want to install the hard disk drive, remove the dummy tray.

Important IKeep and store the dummy tray for future use.

O30 O

5
)
0509508
098008a00.T
6950098 0950580855
GoSa0 0OEG0ELT
G0Ea0 o 0°80§

(+1%)

5. Unlock the hard disk drive.
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6. Firmly hold the handle of the hard disk drive to install and insert the drive into the slot.

Note e Insert the hard disk drive until the lever hook touches the server frame.

e Check the direction of the lever. Insert the hard disk drive with the lever unlocked.

3
00800508
000330303800

5
. g
‘-‘ 0002800
- 87608008508
c0%50
9 00000 ©
: =P\ 0

3
o i
[Ny
90935093
00880‘30

7. Slowly close the lever. When the lever is locked, you will hear a click sound.

Important IBe careful not to pinch your finger(s) between the lever and tray.

Note ICheck the hook of the lever is engaged with the frame.

8. Press the POWER switch to power on.
9. Install the front bezel.

10. Refer to Chapter 2 (2.5 Adding Hard Disk Drives) to set the dual disk configuration.
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5.3.2 Removing 2.5-inch Hard Disk Drive

Follow the procedure below to remove the hard disk drive.

Important | Refer to Chapter 2 (5.1.2 Anti-static measures) and Chapter 2 (5.1.4 Preparing your

system for upgrade) before starting installing or removing options.

1. Shut down the OS.

The system turns off automatically.
2. Remove the front bezel.

3. Push the lever of the hard disk to unlock the

drive, and pull the handle toward you.

SRS
200

08085
500500800
5] a
eV
20!

4. Hold the handle and hard disk drive to pull them

off.
WS 8%
5. Install the dummy tray in an empty tra S (e 808300580
y tray pty tray : ~""“-.‘£faﬁi_ o

according to procedures described in Chapter 2
(5.3.1 Installing 2.5-inch Hard Disk Drive).
Ensure to install the dummy slot in the empty slot

to improve the cooling effect within the server.
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5.3.3 Replacing 2.5-inch Hard Disk Drive

Follow the procedure below to remove the failed hard disk drive. The hard disk drive is replaced with new device

with the server powered on.

Important Je Refer to Chapter 2 (5.1.2 Anti-static measures) and Chapter 2 (5.1.4 Preparing
your system for upgrade) before starting installing or removing options.

e You can replace a hard disk drive during continuous operation.

(1) Replacing the Hard Disk Drive

1. Locate the failed hard disk drive.
When a hard disk drive fails, the DISK ACCESS LED on the hard disk drive’s handle lights amber.

2. Remove the failed hard disk referring to Chapter 2 (2.4 Replacing a hard disk drive) and Chapter 2
(5.3.2 Removing 2.5-inch Hard Disk Drive).

3. Refer to the steps in Chapter 2 (5.3.1 Installing 2.5-inch Hard Disk Drive) to install a new hard disk

drive.

Note e The hard disk drive to be installed for replaced must have the same specifications as

its mirroring hard disk drive.
e Use unsigned hard disk drive for replacement. To use the signed disk, it is necessary
to recover the duplex configuration by referring to Chapter 2 (2. Disk Operations) after

formatting the disk physically.

As to physical format, refer to Chapter 3 (3. SAS Configuration Utility).

4. Restore the redundant configuration.

Refer to Chapter 2 (2.4 Replacing a hard disk drive).
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J.4 CPU/IO Module

To replace a CPU (processor, DIMM (memory), PCI card, you need to remove the CPU/IO module.

Important Je Refer to Chapter 2 (5.1.2 Anti-static measures) and Chapter 2 (5.1.4 Preparing
your system for upgrade) before starting installing or removing options.

e Toinstall or remove CPU or DIMM, first power off the server before removing the
CPU/IO module.

e Removing the module being operating may cause unexpected trouble. Use the
management software (e.g., the ftsmaint command ) to isolate the module to be
removed so that the module is removed when it is stopped, without fail.

Then remove the relevant module after verifying the Status LED on the CPU/IO
module. See Chapter 1 (6.1 Error Messages by LED Indication) for details of the
Status LED.

e When replacing both CPU/IO modules, replace one module and wait until dual
configuration is established to replace the other module. If you replace the both
modules simultaneously, establishing dual CPU/IO module configuration can
result in interruption of the whole system.
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5.4.1 Removing CPU/IO Module

Follow the procedure below to remove the CPU/IO module.

1. Stop the CPU/IO module you want to remove.

To stop the server, run the f t smai nt command on the console OS.
Refer to Chapter 1 (4. Maintenance of Express5800/ft series) for details.
If the CPU/IO module to be removed is CPU/IO module 0, stop the CPU module O first as follows.

# cd /opt/ft/bin
# ./ftsmaint bringdown 0

With the following command, check that the Status of the CPU module is OFFLINE.
# ./ftsmaint I1s O

Similarly, stop the PCI module 0.

# ./ftsmaint bringdown 10

Check that the Status of the PCI module is OFFLINE.
# ./ftsmaint |s 10

Tips When removing CPU/IO module 1, select [Bring Down] for CPU module (ID:1) and PCI
module (ID:11)

2.  Remove the front bezel

Stopper

3. Disconnect the power cord of a module to be removed.

The stopper will go down when you disconnect the cable.

Note Check whether the stopper goes down after disconnecting the power cord. If you
disconnect the cable and the stopper does not go down, you cannot pull out the CPU/IO
module in the next step.
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4. Loosen the screws securing the CPU/IO module handle to press down the handle.

Important §gefore you pull out a CPU/IO module, check the rear of the server to make sure
cables are disconnected from peripheral devices or network. If any cables are
connected, keep a record of where the cables are connected and disconnect all

cables from the module you are to pull out.

Tips If you cannot disconnect the LAN cable easily, disconnect it while pressing the latch with a

slotted screwdriver.

5. Hold the black levers of the CPU/IO module and pull it off.

Pull it off until it is locked and stopped.

Important Je Do not hold part other than the handle to pull the module.

e Handle the CPU/IO module carefully. Do not drop the module or bump it against
parts in the device when you remove it.
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6. The CPU/IO module is locked on the way and cannot be pulled out. Lower the lock on the side of

CPU/IO module to unlock it, and then pull it out.

7.  Pull out the CPU/IO module gently and carefully, and place it on a flat and sturdy table.

Avoid the dusty or humid place.

This allows you to access the devices in the CPU/IO module. For more information on how to handle these

devices, see the associated sections.
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5.4.2 Installing CPU/IO Module

Follow the procedure below to install the CPU/IO module:

Important Je Refer to Chapter 2 (5.1.2 Anti-static measures) and Chapter 2 (5.1.4 Preparing
your system for upgrade) before starting installing or removing options.

e Insert the black lever slowly and fasten the screws tightly. Be careful not to
cause a shock to the device at this time.

1. Firmly hold the CPU/IO module with both hands and insert it into the rack.
Hold the CPU/IO module in such a way that its back panel connector faces the back of the rack and

engage the guides of the module and chassis, and insert it slowly.

2. Push up the black levers placed on the left and right sides of the front of the CPU/IO module, and

fasten them with screws.

Important Je Secure the handle with the screws. If it is not secured by the screws, the
operation of the CPU/IO module will be unstable.

e In some system statuses or settings, auto start up or integration does not take
place when the module is connected. In such a case, check the status by using
the ftsmaint command, and then start up the CPU/IO modules.

3. Connect the cables for connecting the peripheral devices and network.
4. Hold the stopper with your hand and insert the cable of the installed module.

5. Theinstalled CPU/IO module will be automatically started.
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J. DIMM

The DIMM (dual inline memory module) is installed to the DIMM socket in the CPU/IO module on the
Express5800/ft series.
The motherboard of CPU/IO module has 16 sockets for DIMM.

Tips e Maximum memory capacity is as follows:
Up to 256GB (16GB x 16)

e In the error messages and logs in POST or ftsmaint command of NEC ESMPRO, the
DIMM connector may be described as "group". The number next to "group"

corresponds to the slot number shown in the figure on the next page.

Important Je The DIMM is extremely sensitive to static electricity. Make sure to touch the
metal frame of the server to discharge static electricity from your body before
handling the DIMM. Do not touch the DIMM terminals or onboard parts with a
bare hand or place the DIMM directly on the desk.

e Make sure to use the DIMM authorized by NEC. Installing a third-party DIMM may
cause a failure of the DIMM as well as the server. Repair of the server due to
failures or damage resulted from installing such a board will be charged.

e Before adding or removing DIMMSs, power off the server and detach the CPU/IO
module.

e Refer to Chapter 2 (5.1.2 Anti-static measures) and Chapter 2 (5.1.4 Preparing
your system for upgrade) before starting installing or removing options.

DIMM slot 1
DIMM slot 2
[——————DIMM slot 3
[———— DIMMslot 4

ollliha

DIMM slot 7
DIMM slot 6

| ____—DIMMslot5

/DIMM slot 8
/

[—————— DIMM slot 9

EE [T bl

[ DIMM slot 10
06 DIMM slot 11
DIMM slot 12

o

&
DIMM slot 16
DIMM slot 15

—— DIMM slot 14
[—————— DIMM slot 13

Motherboard of the CPU/IO module
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Precautions

Note the following to install, remove, or replace DIMM.

e DIMM 9 through 16 are available only when the processor #2 is installed.

e To install DIMM, install the product with the same serial number to the same slots of the CPU/IO modules 0
and 1.

e Refer to the following table to install additional DIMM.

Allowable DIMM .
capacity Slot number to install DIMM
No. of |Capacity
CPUS (GB) 1 2 3 4 8 7 6 5 9 10 | 11 | 12 16 | 15 | 14 | 13
1 41 4
81 4 4
12| 4 4 4
16| 4 4 4 4
20|l 4| 4] 4 4 4
24| 4 4 4 4 4 4
28| 4 4 4 4 4 4 4
321 4 4 4 4 4 4 4 4
321 8 8 8 8
481 8 4 8 4 4 8 4 8
64| 8 8 8 8 8 8 8 8
64| 16 16 16 16
96| 16 8 16 8 8 16 8 16
128 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16
2 41 4
8] 4 4
12| 4 4 4
16| 4 4 4 4
24| 4 4 4 4 4 4
321 4 4 4 4 4 4 4 4
401 4 4 4 4 4 4 4 4 4 4
481 4 4 4 4 4 4 4 4 4 4 4 4
56| 4 4 4 4 4 4 4 4 4 4 4 4 4 4
64| 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
64| 8 8 8 8 8 8 8 8
9% | 8 4 8 8 4 8 8 4 8 4 4 8 4 8
1281 8 8 8 8 8 8 8 8 8 8 8 8 8 8
128 | 16 16 16 16 | 16 16 16 16
192 | 16 8 16 8 8 16 8 16 | 16 8 16 8 8 16 8 16
256 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 16 | 16 | 16 | 16
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5.5.1 Installing DIMM

Follow the procedure below to install the DIMM.

1. Shut down OS.

The sever turns off automatically.
2. Disconnect the power cords from the outlets.
3.  Remove the CPU/IO module referring to Chapter 2 (5.4.1 Removing CPU/IO Module).

4. Remove three screws (two on the front and one on the rear), and remove the top cover of the

CPU/IO module.

5.  Open the cable clamp of air duct.
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6. Disconnect cables.

7. Remove the air duct.

Air duct

8. Locate the socket you are mounting the DIMM.
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9. Remove the dummy memory module by opening the levers on both sides of the DIMM slot.
& ——%)

DIMM socket Dummy memory module

Important IKeep and store the removed dummy memory module with care.

10. Insert a DIMM into the DIMM socket vertically.

After the DIMM is completely inserted into the socket, the levers are automatically closed.

Note Pay attention to the direction of the DIMM.

The terminal of the DIMM has a cutout to prevent incorrect insertion.

11. Attach the air duct, cable, and cable clamp.
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12. Place the top cover of the CPU/IO module and secure it with three screws.

13. Refer to Chapter 2 (5.4.2 Installing CPU/IO Module) and install the CPU/IO module.
14. Connect the power cords.
15. Press the POWER switch to power on the server.

16. Verify that POST displays no error message.
If POST displays an error message, write it down and see the POST error message list in Chapter 1

(6.2 POST Error Message).
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5.5.2 Removing DIMM

Follow the procedure below to remove the DIMM.

Important IAt least one DIMM is required to operate the server.

1. Shutdown OS.

The system turns off automatically.
2. Disconnect the power cords from the outlets.
3.  Remove the CPU/IO module referring to Chapter 2 (5.4.1 Removing CPU/IO Module).

4. Remove three screws (two on the front and one on the rear), and remove the top cover of the

CPU/IO module.

5.  Open the cable clamp of air duct.
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6. Disconnect cables.

/

7. Remove the air duct.

Air duct

8. Open the levers attached on both sides of the socket of the DIMM to be removed.

It will be unlocked and the DIMM can be removed.
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9. Attach the dummy memory module.

10. Attach the air duct, cable, and cable clamp.

12. Refer to Chapter 2 (5.4.2 Installing CPU/IO Module) and install the CPU/IO module.
13. Connect the power cords.
14. Press the POWER switch to power on the server.

15. Verify that POST displays no error message.
If POST displays an error message, write it down and see the POST error message list in Chapter 1

(6.2 POST Error Message).

Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5) 133



Chapter 2 Configuring and Upgrading the System 5. Installing Optional Devices

5.5.3 Replacing DIMM

Follow the procedure below to replace a failed DIMM.

=

Identify the failed DIMM by viewing the memory slot error LED.

2. Remove the CPU/IO module referring to Chapter 2 (5.4.1 Removing CPU/IO Module).
3. Replace the DIMM.

4. Refer to Chapter 2 (5.4.2 Installing CPU/IO Module) and install the CPU/IO module.

5.  Start up the CPU/IO module using the ftsmaint command.
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J.6 Processor (CPU)

In addition to the standard CPU (Intel® Xeon® Processor), you can operate the system by adding one CPU.

Important Je The CPU is extremely sensitive to static electricity. Make sure to touch the metal
frame of the server to discharge static electricity from your body before handling
the CPU. Do not touch the CPU terminals or onboard parts with a bare hand or
place the CPU directly on a desk.

e Make sure to use the CPU specified by NEC. Installing a third-party CPU may
cause a failure of the CPU as well as the server. Repairing the server due to
failures or damage resulting from these products will be charged even if it is
under guarantee.

o Before adding or removing a CPU, power off the server and then remove the
CPU/IO module.

o Refer to Chapter 2 (5.1.2 Anti-static measures) and Chapter 2 (5.1.4 Preparing
your system for upgrade) before starting installing or removing options.

Sllliiie

CPU1
| — (Standard CPU)

Py T~ Ml
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g o

CPU2
: © (Additional CPU)
o

o Erﬂ = o)
& >
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5.6.1 Installing CPU

Follow the steps below to install a CPU and heat sink.

1.

7.

136

Shut down the OS.

The server is automatically powered off.

Disconnect the power cords from the outlets.

Remove the CPU/IO module referring to Chapter 2 (5.4.1 Removing CPU/IO Module).
Remove the air duct refferring to Chapter 2 (5.5.2 Removing DIMM).

Verify the location of the CPU socket.

Remove four screws that secure the dummy heat sink. Remove the dummy heat sink.

Important IKeep and store the removed dummy heat sink and four screws with care.

Dummy heat sink

Remove the protective cover from the processor (CPU) socket.

Important IKeep the removed protective cover for future use.
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8. Push down the socket lever marked with " =" ® —" once to unlatch it from the hook, then slowly

open the lever until it stops.

9. Push down the socket lever marked with "<& @ once to unlatch it from the hook, then slowly

open the lever until it stops.

10. Lift the plate.

11. Put the processor on the CPU socket slowly and gently.
For easy installation, hold edges of processor with your thumb and index fingers so that the notch is

aligned with the key on the CPU socket.

Important Je Be sure to hold the processor only at the edges.
e Pay attention not to touch the bottom of the processor (pin section).

Note e Insert the processor while aligning the notch on the processor with the key on the CPU

socket.

e Bring down the processor straight without tilting or sliding it in the socket.
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12.

13.

14.
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Configuring and Upgrading the System
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15. Place the heat sink on the CPU.

Important

hand.

Do not touch the cooling sheet that is attached on the back of the heat sink with your

Important }If you install additional CPU, ensure that the fins of the additional CPU’s heat sink

Front of server <:|
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are in the same direction as those of the standard CPU.
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16.

17.

18.

19.

20.

21.

Secure the heat sink with four screws.

Important | Tentatively secure the screws diagonally with the order as shown in the figure
below, check that the heat sink is attached to the CPU socket in parallel, then tighten
the screws diagonally.

Install the air duct referring to Chapter 2 (5.5.1 Installing DIMM).

Refer to Chapter 2 (5.4.2 Installing CPU/IO Module) and install the CPU/IO module.
Connect the power cords.

Press the POWER switch to power on the server.

Verify that POST displays no error message.
If POST displays an error message, write it down and see the POST error message list in Chapter 1

(6.2 POST Error Message).

5.6.2 Removing CPU

140

Remove the heat sink and CPU in the reverse procedure of installation.
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5.6.3 Replacing CPU

Take the steps below to replace the failed CPU.

=

Identify the failed CPU by ftsmaint command.

2. Remove the CPU/IO module referring to Chapter 2 (5.4.1 Removing CPU/IO Module).
3. Install the new heat sink and CPU.

4. Refer to Chapter 2 (5.4.2 Installing CPU/IO Module) and install the CPU/IO module.

5. Start the CPU/IO module from the ftsmaint command.
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2.7 PCICard

Either two or four PCI cards can be installed to the CPU/IO module.

Important JThe PCl card is extremely sensitive to static electricity. Make sure to touch the metal
frame of the server to discharge static electricity from your body before handling the
PCI card. Do not touch the PCI card terminals or onboard parts by a bare hand or
place the PCI card directly on the desk.

Refer to Chapter 2 (5.1.2 Anti-static measures) and Chapter 2 (5.1.4 Preparing your

system for upgrade) before starting installing or removing options.

5.7.1 Precautions

Note the following to install or replace PCI card.

e To make a dual PCI card configuration, install the same type of board (i.e., having the same specifications
and performance) to the same slot for each group.
When a PCI card is installed to one group, another identical PCI card should be installed to the same slot in
another group. This rule is applied to the case of removal.

PCI2 PCI1

< R320d-E4 model (without riser card) >

PCI2 PCI1 PCl4 PCI3 Riser card

B € = P\t
Lo Wmm
e

i lllli '
| pHD -
= LA

=l

< R320d-M4 model (with riser card) >

142 Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5)



Chapter 2 Configuring and Upgrading the System 5. Installing Optional Devices

List of option PCI cards and installable slots (R320d-E4 model)

PCI-1 PCI-2
Product PClI slot performance PCle 2.0 x4 lane
N code Remarks
name Slot size Low Profile
PCl card type x8 socket
N8804-009 |1000BASE-T 2ch board set o o *1
N8804-011 |10GBASE-T 1ch board set o o *1 *2
N8803-038 | Fibre Channel board set o o *1

*1: Exact the same card must be mounted into the same slot for each CPU/IO module 0, 1.
*2: Up to one card can be installed for each CPU/IO module and up to two boards can be installed for each device.

List of option PCI cards and installable slots (R320d-M4 model)

PCI-1 PCI-2 PCI-3 PCl-4
Product PClI slot performance PCle 2.0 x4 lane | PCle 2.0 x8 lane
N-code Remarks
name Slot size Low Profile Full Height
PCl card type x8 socket
N8804-009 |1000BASE-T 2ch board set o o ©) ©) *1
N8804-011 |[10GBASE-T 1ch board set - - o o *1 %2
N8803-038 | Fibre Channel board set - - ©) ©) *1

*1: Exact the same board must be mounted into the same slot for each CPU/IO module 0, 1.
*2: Up to one board can be installed for each CPU/IO module and up to two boards can be installed for each device.
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5.7.2 Installing PCI Board

Follow the procedure below to install the board to be connected to the PCI card slot.

Note To install the PCI card, make sure the shape of the board connector matches with the
shape of the PCI card slot connector.

(1) Installing Low Profile PCI Board

1. Shut down the OS.

The server is automatically powered off.
2. Disconnect the power cords from the outlets.

3.  Remove the CPU/IO module referring to Chapter 2 (5.4.1 Removing CPU/IO Module).

4. Remove one screw that secures the stopper and

Stopper

remove the stopper.

5.  Verify the location of the CPU socket.

6. Remove the PCI bracket cover.

Important IKeep and store the removed PCl bracket cover with care.
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7. Install a PCl card in a PCI slot.

8. Install the stopper and secure with one screw.

9. Refer to Chapter 2 (5.4.2 Installing CPU/IO Module) and install the CPU/IO module.
10. Connect the power cords.
11. Press the POWER switch to power on the server.

12. Verify that POST displays no error message.
If POST displays an error message, write it down and see the POST error message list in Chapter 1

(6.2 POST Error Message).

13. After the OS has started, proceed to steps in Chapter 2 (5.7.5 Setup of Optional PCI Board).
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(2) Installing Full Height PCI Board
1.  Shut down the OS.

The server is automatically powered off.
2. Disconnect the power cords from the outlets.

3. Remove the CPU/IO module referring to Chapter 2 (5.4.1 Removing CPU/IO Module).

4. Remove one screw that secures the stopper and

Stopper

remove the stopper.

5.  Remove three screws that secure the Riser
Card, and remove the riser card from the

motherboard.

6. Remove one screw that secures the stopper and

remove the stopper from the Riser Card.

7.  Verify the location of the PCI slot.
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8. Remove the PCI bracket cover.

Important IKeep and store the removed PCI bracket cover with care.

9. Install a PCl card in a PCI slot.

10. Install the stopper and secure with one screw.

11. Install a Riser Card on the motherboard and

secure it with three screws.
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12.

13.

14.

15.

16.

17.

Install the stopper and secure it with one screw.

Refer to Chapter 2 (5.4.2 Installing CPU/IO Module) and install the CPU/IO module.
Connect the power cords.
Press the POWER switch to power on the server.

Verify that POST displays no error message.
If POST displays an error message, write it down and see the POST error message list in Chapter 1

(6.2 POST Error Message).

After the OS has started, proceed to steps in Chapter 2 (5.7.5 Setup of Optional PCI Board).

5.7.3 Removing PCI Board

148

To remove PCI card card, follow the reverse procedure of the installation and install the slot cover.
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5.7.4 Replacing PCI Board

Follow the procedure below to replace the failed PCI card.

(1) <Other than N8803-038 Fibre Channel Board Set>

1. Identify the failed board by ftsmaint command.

2. Remove the CPU/IO module referring to Chapter 2 (5.4.1 Removing CPU/IO Module).
3.  Remove the PCI bracket, then remove the PCI card.

4. Replace the board and secure it.

5. Refer to Chapter 2 (5.4.2 Installing CPU/IO Module) and install the CPU/IO module.
6. Connect the network cable and cables for option devices.

7. Theinstalled CPU/IO module will start automatically.

8. Confirm that the PCI card is recognized correctly by the OS.

(2) N8803-038 Fibre Channel Board set

1. Identify the failed board by ftsmaint command.
2. Remove the CPU/IO module referring to Chapter 2 (5.4.1 Removing CPU/IO Module).

3. Configure WWPN of Fibre Channel board to be installed (setting/confirming access control) by

using control software such as iStorageManager.
4. Remove the PCI bracket, then remove the PCI card.
5. Replace the board and secure it.
6. Refer to Chapter 2 (5.4.2 Installing CPU/IO Module) and install the CPU/IO module.
7. Connect the network cable and cables for option devices.
8. Theinstalled CPU/IO module will start automatically.

9. Confirm that the PCI card is recognized correctly by the OS.
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5.7.5 Setup of Optional PCI Board

Important JThe identical PCI cards must be installed to the slots with the same number in
CPU/IO module 0 and CPU/IO module 1.
For the supported connecting devices, contact your sales agent.

(1) N8804-009 1000BASE-T 2ch board set

Important JFor LAN cable’s connector, use a RJ-45 connector which is compliant with IEC8877
standard. If any other connector is used, it may not be removed easily.

e Slots to install optional PCI cards

Refer to "List of option PCI cards and installable slots" in Chapter 2 (5.7.1 Precautions).

e Driver installation procedure
For Express5800/ft series, use two option PCI cards in a pair to make dual configuration.
You do not need to install drivers for N8804-009 board because they are included in the OS. After installing

the boards, refer to Chapter 2 (3. Duplex LAN Configuration).

(2) N8804-011 10GBASE-T 1ch board set

Important JFor LAN cable’s connector, use a RJ-45 connector which is compliant with IEC8877
standard. If any other connector is used, it may not be removed easily.

e Slots to install optional PCI cards

Refer to "List of option PCI cards and installable slots" in Chapter 2 (5.7.1 Precautions).

e Driver installation procedure
For Express5800/ft series, use two option PCI cards in a pair to make dual configuration.
You do not need to install drivers for N8804-011 board because they are included in the OS. After installing

the boards, refer to Chapter 2 (3. Duplex LAN Configuration).

(3) N8803-038 Fibre Channel Board Set
e Slots to install optional PCI cards

Refer to "List of option PCI cards and installable slots" in Chapter 2 (5.7.1 Precautions).

e Driver installation procedure
You do not need to install drivers for N8804-009 board because they are included in the OS.
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NEC Express5800 Series
Express5800/R320d-E4, R320d-M4

Useful Features

This chapter describes useful features for using the server. Refer to this chapter according to your purpose and
need.

1. System BIOS
Describes how to set the System BIOS settings and parameters.

2. BMC Configuration
Describes the BMC Configuration Utility in Off-line Tool of the server.

3. SAS Configuration Utility
Describes the SAS Configuration Utility of the server.

4. Flash FDD
Describes the Flash FDD.

5. Details of EXPRESSBUILDER
Describes the EXPRESSBUILDER attached to the server.

6. EXPRESSSCOPE Engine 3
Describes EXPRESSSCOPE Engine 3.

7. NEC ESMPRO
Describes NEC ESMPRO Agent and NEC ESMPRO Manager, applications to manage and monitor the
server.
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I. System BIOS

You can check and change the parameters using the BIOS Setup utility (SETUP).

1.1 Starting SETUP

Turn on the server and proceed with POST.

After a while, the following message appears at the bottom left of the screen.

Press <F2> SETUP, ... (*adifferent message may appear depending on the environment)

If you press F2, SETUP will start after POST, and the Main menu appears. (You can also start SETUP by
pressing F2 while expanding option ROM.)

1.2 Parameter Descriptions

The SETUP utility has the following six major menus.

e Main

e Advanced
e Security

e Server

e Boot

e Save & Exit

These menus have submenus for relevant items. Selecting submenus allows you to configure further detailed
parameters.
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1.2.1 Main

If you start up the SETUP utility, the Main menu is displayed first.

up Utility -

For details about the options, see the table below.

Option Parameter Descriptions

BIOS Information - -

BIOS Version - The BIOS version is displayed (display only).

Build Date MM/DD/YYYY The BIOS build date is displayed (display only).

Access Level [Administrator] The current access level (Administrator or User) is
User displayed (display only).

If no password is set, Administrator is displayed.

Memory Information - -

Total Memory - The total capacity of installed memory is displayed
(display only).

System Date WWW MM/DD/YYYY Set the system date.

System Time HH:MM:SS Set the system time

[ ]: Factory settings

Tips Be sure to confirm that the date and time in the BIOS parameters are correctly
configured.

Check the system clock monthly. Additionally, if you implement the server in a
system that requires highly accurate time, use of a time server (an NTP server) is
recommended.

If the system time becomes considerably slow or fast over time even though you

regularly adjust it, contact the dealer where you purchased the server or the

maintenance service company for maintenance.
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1.2.2 Advanced

If you move the cursor to Advanced, the Advanced menu appears.

For the menus that show a “P” to their left, select a menu and press Enter to display its submenu.

(1) Processor Configuration submenu

From the Advanced menu, select Processor Configuration and then press Enter to display the menu screen
shown below. For the menu that has ® on the left, move the cursor to it and then press Enter to show its
submenus.

Aptio Setup Utility - Copyrigl (C) 2 Aamerican

Information
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For details about the options, see the table below.

Option Parameter Descriptions

Processor Information - -

Hardware Prefetcher Disabled Enable or disable hardware prefetcher.
[Enabled]

Adjacent Cache Line Prefech Disabled Enable or disable optimized access from memory to
[Enabled] cache.

Execute Disabled Bit Disabled Enable or disable Execute Disable Bit feature. This
[Enabled] option is displayed only when the installed processor

supports this feature.

VT-x Disabled Enable or disable Intel Virtualization Technology (feature
[Enabled] to virtualize processor).

Active Processor Cores [All] Specify the number of cores to enable in each processor
1-8 package. The number of cores that can be specified

depends on the processor installed.

Hyper-Threading Disabled Enable or disable the feature to execute two threads with
[Enabled] only one core. This option is displayed only when the
installed processor supports this feature.

[ ]: Factory settings

(&) Processor Information submenu

up Utility - Copyright (C) > pmerican
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156

For details about the options, see the table below (display only).

Option Parameter Descriptions
Processor 1 CPUID Number ID of Processor 1 is displayed by a numerical value.
Processor Type - Type of Processor 1 is displayed.
Processor Speed - Clock speed of Processor 1 is displayed.
Active Cores - The number of active cores in Processor 1 is displayed.
Max Cores - The maximum number of cores in Processor 1 is displayed.
L2 Cache RAM - The secondary cache size of Processor 1 is displayed.
L3 Cache RAM - The tertiary cache size of Processor 1 is displayed.
Microcode Revision - The revision of the microcode applied to Processor 1 is
displayed.
EMT64 Supported Whether the Intel 64 architecture is supported on Processor
Not Supported 1 or not is displayed.
Hyper-Threading Supported Whether the Hyper-Threading Technology is supported or
Not Supported not on Processor 1 is displayed.
Processor 2 CPUID Number ID of Processor 2 is displayed by a numerical value.
Not Installed "Note Installed" indicates that no processor is installed in
processor socket 2.
Processor Type - Type of Processor 2 is displayed.
Processor Speed - Clock speed of Processor 2 is displayed.
Active Cores - The number of active cores in Processor 2 is displayed.
Max Cores - The maximum number of cores in Processor 2 is displayed.
L2 Cache RAM - The secondary cache size of Processor 2 is displayed.
L3 Cache RAM - The tertiary cache size of Processor 2 is displayed.
Microcode Revision - The revision of the microcode applied to Processor 2 is
displayed.
EMT64 Supported Whether the Intel 64 architecture is supported on Processor
2 or not is displayed.
Hyper-Threading Supported Whether the Hyper-Threading Technology is supported or
not on Processor 2 is displayed.

[ ]: Factory settings
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(2) Memory Configuration submenu

From the Advanced menu, select Memory Configuration and then press Enter to display the menu screen
shown below. For the menu that has ® on the left, move the cursor to it and then press Enter to show its
submenus.

Aptio Setup Utility - Co (C) 2012 American Meg:

» Memory Information

For details about the options, see the table below.

Option Parameter Descriptions

Memory Information - —

[ ]: Factory settings
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(a) Memory Information submenu

up Utility - Copyright (C) > pmerican

For details about the options, see the table below (display only).

Option Parameter Descriptions

Total Memory - The physical capacity of installed memory is displayed.

Available under 4GB - Memory capacity available in an area under 4 GB is
displayed.

CPU1_DIMM1-8 Status Number Capacity and status of each DIMM is displayed.

CPU2_DIMM9-16 Status Not Present Number: indicates memory capacity and DIMM is
working normally.
Not Present: Indicates no DIMM is installed.

[ ]: Factory settings
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(3) PCI Configuration submenu

From the Advanced menu, select PCI Configuration and then press Enter to display the menu screen as

shown below.

Utility

[Enablec]

For details about the options, see the table below.

Option Parameter Descriptions

SAS Option ROM Scan Disabled Enable or disable the option ROM SCAN for onboard
[Enabled] SAS.

LANX Option ROM Scan Disabled Enable or disable the option ROM SCAN for onboard
[PXE Boot] LAN.
iSCSI Boot R320d-M4 X:1/2/3/4

R320d-E4 X:1/2

PCI Slot X Option ROM [Disabled] Enable or disable the option ROM on each PCI slot.

Enabled R320d-M4 X:1/2/3/4

R320d-E4 X:1/2

Note

[ ]: Factory settings

ROM for its PCI Slot.
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(4) Advanced Chipset Configuration submenu

From the Advanced menu, select Advanced Chipset Configuration and then press Enter to display the menu
screen as shown below.

up Utility - Co

[Enabled]

For details about the options, see the table below.

Option Parameter Descriptions
HPET Disabled Enable or disable the High-Precision Event Timer. This
[Enabled] option may not be supported depending on OS.
Wake On LAN/PME Disabled Enable or disable the feature that remotely powers on
[Enabled] the server through a network.

[ ]: Factory settings
Important §the menu for VT-d and I/OAT may be displayed depending on your server model.

However, do not change settings.
VT-d must be Disabled, and I/OAT must be Enabled.
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(5) USB Configuration submenu

From the Advanced menu, select USB Configuration and then press Enter to display the menu screen shown
below.

Apt i up Utility - Co

t Timeout

For details about the options, see the table below.

Option Parameter Descriptions
Device Reset Timeout 10 sec Specify the timeout period when Start Unit command is
[20 sec] issued to USB Mass Storage Device.
30 sec
40 sec

[ ]: Factory settings
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(6) Serial Port Configuration submenu

From the Advanced menu, select Serial Port Configuration and then press Enter to display the menu screen
shown below.

up Utility - Co

Serial Fort A [Enahled]

From BIOS Redirection Port, select Serial Port A or Serial Port B and then press Enter to display the menu
screen shown below.

merican

ection Port ; al Port Al
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For details about the options, see the table below.

Option Parameter Descriptions

Serial Port A Settings - -

Serial Port A Disabled Enable or disable serial Port A.
[Enabled]

Serial A Base I/O [3F8h] Specify the base I/O address for serial port A.
2F8h
3E8h
2E8h

Serial A Interrupt [IRQ 4] Specify the interrupt for serial port A.
IRQ3

Serial A Connection [Serial Connector]

Internal Modem

Specify the connection destination for serial port A, Serial
connector or Internal modem.

Serial Port B Settings -

[Hardware RTS/CTS]

Serial Port B Disabled Enable or disable serial Port B.
[Enabled]
Serial B Base I/O 3F8h Specify the base 1/O address for serial port B.
[2F8h]
3E8h
2E8h
Serial B Interrupt IRQ 4 Specify the interrupt for serial port B.
[IRQ 3]
Console Redirection Settings |- -
BIOS Redirection Port [Disabled] Enable or disable the console redirection feature for the
Serial Port A specified serial port. Specifying [Serial Port A] or [Serial Port B]
Serial Port B allows direct connection via terminal unit such as NEC ESMPRO
Manager, and options for connection shown below are
displayed.
Terminal Type [VT100+] Select the terminal type.
VT-UTF8
PC-ANSI
Baud Rate 9600 Specify baud rate.
19200
57600
[115200]
Data Bits 7 Specify data bit width.
[8]
Parity [None] Specify parity type.
Even
Odd
Stop Bits [1] Specify stop bits.
2
Flow Control None Specify the flow control method.

Continue C.R. after POST Disabled Select whether the console redirection is continued after
[Enabled] completion of POST or not.

Console Connection [Direct] Specify the connector to be used for console.
Via modem
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1.2.3 Security

If you move the cursor to Security, the Security menu appears. For the menu that has » on the left, move the
cursor to it and then press Enter to show its submenus. Then configure the settings.

up Utility - Cr

Select Administrator Password or User Password, and then press Enter to display the screen where you can
register/change the password.

Tips e User Password cannot be set without setting Administrator Password

e Do not set any password before installing OS.

* If you have forgotten any password, contact the store where you purchased the
product or your maintenance service company. If you clear the password set in
the BIOS Setup utility (SETUP), refer to Chapter 1 (9. Resetting and Clearing

the Server).
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For details about the options, see the table below.

Option

Parameter

Descriptions

Password Configuration

Administrator Password

Up to 20 alphanumeric
characters

When Enter is pressed, the password entry screen to set
administrative right is displayed.

This password can be used to access all SETUP menus.
Password can be set only when SETUP is started by
administrative right. If no password is set, SETUP starts
with administrative right.

User Password

Up to 20 alphanumeric
characters

When Enter is pressed, the password entry screen to set
user right is displayed. With this password, access to
SETUP menus is limited. The user password can be set
when SETUP is started by administrative right or user
right.

Security Configuration

Password On Boot [Disabled] Enable or disable the feature that requires a password
Enabled entry on boot. This option can be selected when
Administrator Password is set.
Disable USB Ports [Disabled] Select a USB port to be disabled.
Front
Rear

Front + Rear

[ ]: Factory settings
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1.2.4 Server

If you move the cursor to Server, the Server menu screen appears. For the menu that has ® on the left, move
the cursor to it and then press Enter to show its submenus.

up Utility - copy

The Server menu screen shows the options you can configure and their features. For the menu System
Management, move the cursor to it and then press Enter to show its submenus.

Option Parameter Descriptions

System Management - -

Event Log Configuration - -

FRB-2 Timer Disabled Enable or disable FRB-2 timer.
[Enabled]

PCI Enumeration Monitoring | Disabled Enable or disable the feature to monitor PCI device scan.
[Enabled]

PCI Enumeration Monitoring | 60-[180]-1200 Specify the timeout period for PCI device scan (Unit:

Timeout second).

Option ROM Scan Disabled Enable or disable the feature to monitor option ROM scan.

Monitoring [Enabled]

Option ROM Scan 60-[300]-1200 Specify the timeout period for option ROM scan (Unit:

Monitoring Timeout second).

OS Boot Monitoring Disabled Enable or disable the feature to monitor OS boot-up. If the
[Enabled] NEC ESMPRO Agent is not installed on OS, disable this

feature.

OS Boot Monitoring Timeout | 60-[600]-1200 Specify the timeout period for OS boot-up (Unit: second).

POST Pause Monitoring Disabled Enable or disable the feature to monitor POST while the
[Enabled] boot-up is suppressed.

POST Pause Monitoring 60-[180]-1200 Specify the timeout period for monitoring POST while the

Timeout boot-up is suppressed (Unit: second).

Thermal Sensor Disabled Enable or disable the feature to monitor the thermal sensor.
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Option Parameter Descriptions
[Enabled]
POST Error Pause [Disabled] Enable or disable the feature to suppress OS booting when
Enabled POST detects an error.
AC-LINK Stay Off Specify AC link feature. Specify how the DC power state
[Last State] should be when the AC power is supplied again after loss
Power On of power. (See the table below)
If Power On or Last State is selected, the system starts
after the time specified for Power On Delay Time has
elapsed and CPU/IO modules of both systems are installed
(180 seconds at longest).
Power On Delay Time [50]-600 Specify the DC power-on delay time when Power On or

Last State is selected for AC-LINK (Unit: second).

The table below shows the operation of DC power when the AC power is turned off once and then back on, in
accordance with the AC LINK setting.

AC LINK setting
System status before AC power was turned off
Stay Off Last State Power On
Operating (DC power is ON) Off On On
Abort (DC power is also OFF) Off Off On
Forced shutdown* Off Off On

* Continue pressing the POWER switch for at least 4 seconds to forcibly turn off the power.

Tips

If an uninterruptible power supply (UPS) is used for automatic operation, set the

AC-LINK to Power On.
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(1) System Management submenu

From the Server menu, move the cursor to System Management and then press Enter to show its submenus.

For details about the options, see the table below (display only).

Option Parameter

Descriptions

BIOS Version

The current BIOS version is displayed.

Board Part Number

The part number of motherboard is displayed.

Board Serial Number

The serial number of motherboard is displayed.

System Part Number

The part number of the system is displayed.

System Serial Number

The serial number of the system is displayed.

Chassis Part Number

The part number of chassis is displayed.

Chassis Serial Number

The serial number of chassis is displayed.

BMC Device ID

The device ID of BMC is displayed.

BMC Device Revision

The revision of BMC is displayed.

BMC Firmware Revision

The firmware revision of BMC is displayed.

SDR Revision The revision of Sensor Data Record is displayed.

ASIC Revision The firmware revision of Fault-tolerant chipset is
displayed.

SMM Revision The firmware revision of System Management is

displayed.

System MAC Address

The system MAC address is displayed.
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(2) Event Log Configuration submenu

From the Server menu, move the cursor to Event Log Configuration and then press Enter to show its
submenu.

¥ Clear Online

For details about the options, see the table below.

Option Parameter Descriptions
Clear Online Event Logs - Press Enter then select Yes to clear event logs of active
module.
Clear Offline Event Logs - Press Enter then select Yes to clear event logs of
standby module.
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1.2.5 Boot

If you move the cursor to Boot, the Boot menu where you can configure the boot order appears.

up Utility - C

Quiet Boot

For details about the options, see the table below.

merican

[Enahled]

Option Parameter Descriptions
Boot Configuration - -
Quiet Boot Disabled Enable or disable the feature to display logo during
[Enabled] POST. When this option is set to Disabled, the results of
POST execution are displayed instead of the logo.
If BIOS Redirection Port is enabled, this option is
shown as Unavailable and inaccessible (run with
Disabled state automatically)
Bootup NumLock State On Enable or disable NumLock feature of keyboard.
[Off]
Setup Prompt Timeout Number Specify the time until the F2 is pressed to launch SETUP.

Boot Option Priorities -

Boot Option #1 -

Boot Option #2 -

Boot Option #3 -

Boot Option #4 -

These items display the priority of boot devices.

CD/DVD ROM Drive BBS -
Priorities

Floppy Drive BBS Priorities -

Hard Drive BBS Priorities -

Network Drive BBS Priorities | —

Specify the boot priority for each BBS (BIOS Boot
Specification).

[ ]: Factory settings
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1. When BIOS detects a bootable device, information on the device is displayed in the designated area.

2. The boot priority (from first to fourth) of the registered boot devices can be changed using the arrow
keys T/ and +/-.

Move the cursor to a device using the arrow keys T/{, and change the priority using the arrow keys
+/-.

Tips e |f a bootable device is newly connected, the priority lowest in its BBS Priorities
is assigned to that device.
o If abootable device is disconnected from the server, the relevant device is
removed from BBS Priorities.
e When Load Setup Defaults is executed on Save & Exit menu, the Boot
Option and BBS Priorities are changed as follows.
»  Boot Option Priorities
<~ Boot Option #1: CD/DVD ROM Drive
<> Boot Option #2: Floppy Drive
<> Boot Option #3: Hard Drive
N

Boot Option #4: Network Device
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1.2.6 Save & Exit

If you move the cursor to Save & Exit, the Save & Exit menu appears.

merican Me

The options of this menu are described below.

(a) Save Changes and Exit
The SETUP utility closes with all the changes saved in NVRAM (Non-volatile memory). After the SETUP
utility closes, the system automatically reboots.
(b) Discard Changes and Exit
The SETUP utility closes without saving the changes in NVRAM. The setting at startup of SETUP utility is
retained.
After the SETUP utility closes, the system automatically reboots.
(c) Save Changes
Changes are saved in NVRAM.
(d) Discard Changes
The changes are discarded and the settings are reset to the one at startup of SETUP utility.
(e) Load Setup Defaults

This option resets all values in the SETUP utility to the default settings.

Note The factory-set value may differ from the default value depending on your server
model. Reconfigure each item according to your environment by referring to the list

of settings in this section.
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2. BMC Configuration

BMC Configuration utility allows you to view or change system parameters.

2.1 Overview

2.1.1 Offline Tools

The server has the following offline tools:

e Off-line Maintenance Utility
Use this tool when maintaining the server.

e BMC Configuration

Use this tool when setting system configuration information to BMC.

This section describes the features of BMC Configuration.

2.1.2 Starting BMC Configuration

When the server starts, press F4 to display Offline Tools menu, and select BMC Configuration on the menu.
The BMC Configuration starts.
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2.2 Features of BMC Configuration

2.2.1 Main Menu

The Main Menu appears when you select BMC Configuration on Offline Tool menu.

BMC Configuration MENU . 1.000.100

Configuration
BMC Initialization
BMC Reset : CPU/IO0 module 0
BMC Reset : CPU/IO0 module 1

Help

Return to the previous menu
Previous menu:LCESCI]

Main Menu

(a) BMC Configuration

You can set configuration information to BMC.
If you select OK after you change the values, the set values are applied to BMC.
Refer to Chapter 3 (2.2.2 Setting BMC Configuration) for details.

(b) BMC Initialization

You can restore the BMC Configuration information to the default value (except for some items).
Executing this item initializes both CPU/IO modules 0 and 1.
Refer to Chapter 3 (2.2.3 Initializing BMC) for details.

(c) BMC Reset: CPU/IO module X

You can reset BMC of CPU/IO module X (X = 0 or 1) without changing any settings.
Refer to Chapter 3 (2.2.4 Resetting BMC) for details.

(d) Help
You can open BMC Configuration help window.

(e) Return to the previous menu

You can exit BMC Configuration, and return to Offline Tool menu.
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2.2.2 Setting BMC Configuration

The Main Menu appears when you select BMC Configuration on Offline Tool menu.

BMC Configuration
Network : CPU/IO module O
Network : CPU/IO module 1
User Management
Mail Alert
SNMP Alert

System Operation

Miscel laneous

Help

Return to the previous menu
Previous menu:LCESCI]

BMC Configuration menu

(a) Network : CPU/IO module X

You can view network environment and services of BMC LAN of CPU/IO module X (X = 0 or 1) and change
parameter setting. Only the module that is installed appears on this menu.
See (2.2.2 (a) Network) for details.

(b) User Management

You can manage users who use BMC.
See ((b) User Management) for details.

(c) Mail Alert

You can view E-mail alert issued from BMC and change parameter setting.
See ((c) Mail Alert) for details.

(d) SNMP Alert

You can view SNMP alert issued from BMC and change parameter setting.
See ((d) SNMP Alert) for details.

(e) System Operation

You can set parameters for remote KVM console and remote media.
See ((e) System Operation) for details.

(f) Miscellaneous

You can set various features of BMC.
See ((f) Miscellaneous) for details.
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(a) Network

The Network menu appears when you select Network on BMC Configuration menu.

Network
Propert
Access Limitation
Service

Help

Return to the previous menu
Previous menu:LCESCI]

Network menu

The table below shows details of parameters and their default value.

Item Description Default Value

. Management LAN Display LAN port that BMC uses. Management LAN
Management LAN
i : LAN port for BMC exclusive use.
Connection Type |- Specify and display the connection type of BMC LAN.* | Auto Negotiation |
Auto Negotiation

: Connecting by suitable setting.
100Mbps Full

: Connecting by Full Duplex at speed of 100 Mbps.
100Mbps Half

: Connecting by Half Duplex at speed of 100 Mbps.
10Mbps Full

: Connecting by Full Duplex at speed of 10 Mbps.
10Mbps Half

: Connecting by Half Duplex at speed of 10 Mbps.

DHCP Determine whether to dynamically obtain an IP address from a | Disable
DHCP server. If the item is set to Enable and applied, BMC set the
value "IP Address", "Subnet Mask" and "Default Gateway" obtained
from DHCP server.

| Default Gateway Specify the Default Gateway IP address of the BMC LAN. 0.0.0.0
I

i If you set this item, it is necessary for applying configuration

i information that the gateway is connected on network.

r b
I Host Name Specify the Host Name. ™ Blank

. Domain Name Specify the Domain Name. Blank
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Iltem Description Default Value

Access Limitation

| Limitation Type | - Select the Access Limitation Type. | Allow Al |

i Allow Al

i : Access to BMC is not limited.

| Allow Address

i : Specify the IP Address that is allowed to access BMC.

i Deny Address

i : Specify the IP Address that deny to access BMC.

| IPAddress | Specify the IP Address to allow or deny to access with BMC. ® 7 | Blank
Service

‘TP | Enable or disable HTTP service. | Enable

\ " HTTP Port Number | : Specify the HTTP port number.® | g0

rtes T Enable or disable HTTPS service. ® | Enable

| HTTPS PortNumber | Specify the HTTPS port number. ® | a3

'ssH | Enable or disable SSH service. | Enable

. SSH PortNumber | Specify the SSH port number.® | 2

*1: If an illegal value is specified for subnet mask, an error message is displayed and setting is disabled.
*2:  Can be changed only when DHCP is set to "Disable".
*3: Can be changed only when DHCP is set to "Enable".

*4: Host Name should be within 63 characters.
Acceptable characters are: alphanumeric, hyphen (-), underscore (_), and period (.).

*5:  Host Name and Domain Name should be within total of 255 characters.
Acceptable characters are: alphanumeric, hyphen (-), underscore (_), and period (.).

*6: The range of IP address to "Allow" or "Deny" access is delimited by ",(Comma)". With regard to the setting of
“Deny” access, "*(Asterisk)" can be described as a wild-card. (ex: 192.168.1.*,192.168.2.1,192.168.2.254)

*7: Can be specified when Access Limitation Type is "Allowed Address" or "Deny Address". The length must not
exceed 255 characters.

*8: IfHTTPis set to "Enable”, HTTPS is changed to "Enable" automatically. You are not allowed to set "Enable" to
HTTP only.

*9:  Port number can be specified only when the relevant port is set to "Enable". The port number must be unique.
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(b) User Management

The User Management menu appears when you select User Management on BMC Configuration menu.

User Management

User Account

Active Directory (Property)

Active Directory (Group)

LDAP

Help

Return to the previous menu

Previous menu:LCESCI]

User Management menu

The table below shows details of parameters and their default value.

Privilege

 Specify the privilege of the user. * |

Administrator
Operator
User

Item Description Default
Value
User Account
‘Usesr | Enableordisabletheuser.® " |Enable
" UserName | Specifyusername.® T g T
Password | specifypassword.® T e
| Confirm Password | Specify the same character string used for "Password”. | Blank

Administrator

Active Directory (Property)

Administrator
Operator
User

| Active Directory | Enable or disable Active Directory authentication. | Disable
Authentication

| User Domain Name | Specify the user domainname. ®*® | Blank
| Timeout | Specify imeout period for connection with Domain Controller. ® | 120
| Domain Controller Serverl | Enable or disable Domain Controller 1.°7 | Enable
| ServerAddress1 | Specify IP address of Domain Controller 1.%® [ Blank
© Domain Controller Server2 | Enable or disable Domain Controller 2. 57 | Disable
| ServerAddress2 | Specify IP address of Domain Controller 2.5 ¢ | Blank
©" Domain Controller Serverl | Enable or disable Domain Controller 3. %7 | Disable
| ServerAddress3 | Specify IP address of Domain Controller 3.5 ¢ | Blank

Active Directory (Group)

| GroupName | Specifygroupname.® ~ |gank
| Group Domain | Specify group domain. ® 7 VBlank
Priviege | Specify privilege of group. ¢ [ Administrator
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Item Description Default
Value
LDAP
| LDAP Authentication | Enable or disable LDAP authentication. | Disable
lpAddress | SpecifythelPaddress.® " loooo
| PortNumber | Specifythe LDAP portnumber. ® " lezs
| SearchBase | Specify the search base used in LDAP authentication. * ° | Blank
" Bind Domain Name | Specify the bind domain used in LDAP authentication. ® ° | Blank
' BindPassword | Specify the bind password used in LDAP authentication. ®“* | Blank

*1:
*2:

*3:

*4:

*5:
*6:
*7:
*8:
*Q:

*10:

*11:

Can be specified if a user exists.

Up to 15 characters including alphanumeric, hyphen (-), and underscore (_) can be used. Note, however, User
Name must start start with hyphen (-). In addition, "root", "null", "MWA", "AccessByEM-Poem", and names
which are already assigned for other number are not allowed.

Up to 19 ASCII characters excluding
#, and \, can be used.

(blank), " (quotation), & (ampersand), ? (question mark), = (equal sign),

Privileges are defined as follows:

Administrator : User who has administrator right. All operations are allowed.
Operator : User who can operate the machine. Session management, license registration, remote
KVM/media, configuration, and update are not allowed.

User : General user. Viewing IPMI information only is allowed.
Can be specified only when Active Directory authentication is set to "Enable".

Up to 255 characters including alphanumeric, hyphen, underscore, and period can be used.

If Active Directory authentication is set to "Enable”, at least one domain controller server must be enabled.
Can be specified only when domain controller server is set to "Enable".

Can be specified only when LDAP authentication is set to "Enable".

Characters in the range between 4 and 62 including alphanumeric, hyphen, underscore, period, comma, and
equal sign can be used.

Alphanumeric characters in the range between 4 and 31 excluding ", #, and \ can be used.
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(c) Mail Alert

180

The Mail Alert menu appears when you select Mail Alert on BMC Configuration menu.

Mail Alert

Mail Alert
SMTP Server
Alert Level
Alert Test

Help

Return to the previous menu
Previous menu:LCESCI]

Mail Alert menu

The table below shows details of parameters and their default value.

Iltem Description Default Value

Mail Alert
' Mail Alert || Enable or disable Mail Alert. | Disable
" Response of SMTP | Specify the timeout period until when the connection to [ 30
| sever | SMTP server succeed by E-mail transmission. |
, Tol Select Enable/Disable of To:1. ™ Enable
" To:l E-Mail Address | Specify the mail address of To:L. 235 | Blank
T To2 T Select Enable/Disableof To2.™ | Disable
" To:2 E-Mail Address | Specify the mail address of To:2. 2° | Blank
ez T Select Enable/Disableof To:3.™ | Disable
" To:3 E-Mail Address | Specify the mail address of To:3. 2° | Blank
CFom T Specify the mail address of From.® [ Blank
RepyTo T Specty he mail adress of RepyTa < man
. Subject: Specify the Subject. ™ Blank

SMTP Server
| SMTP Server |- Specify the SMTP Server.® o000
! SMTP Port Number Specify the SMTP port number. 25
i SMTP Authentication Select Enable/Disable of SMTP Authentication. Disable
| CRAM-MD5 Select Enable/Disable of CRAM-MD5. © 7 Enable
| LOGIN Select Enable/Disable of LOGIN authentication. " Enable
| PLAIN Select Enable/Disable of PLAIN authentication. 7 Enable
| User Name Specify the SMTP User Name. " Blank
| Password Specify the SMTP User Password. © ™ Blank
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Iltem Description Default Value

i Alert Level Specify the kind of event to alert. Error, Warning
: When "Error" is detected in each sensor type, the
alert is sent to the checked address.
| Eror, warning
:When "Error" or "Warning" is detected in each sensor
type, the alert is sent to the checked address.
| Error, Warning, Information
: When "Error", "Warning" or "Information” is detected
in each sensor type, the alert is sent to the checked
address.
| Separate Setng
: You can arbitrarily select the event and the address
(To:X) to alert in each sensor type.

ert Test Execute test by sending an alert by mail. *° -

Al

*1:  When Mail Alert is enabled, at least one addresses should be enabled.

*2:  Can be specified only when To:X is set to "Enable".

*3:  Up to 255 characters including alphanumeric, hyphen, underscore, period, and @ (at mark) can be used.
*4: Up to 63 alphanumeric characters excluding +, ", ?, =, <, >, #, and \ can be used.

*5:  Up to 255 alphanumeric characters, hyphen, and period can be used for full domain name or IP address.
*6: Can be specified only when SMTP Authentication is set to "Enable".

*7:  When SMTP Authentication is set to "Enable", at least one of the authentic method should be enabled.
*8:  Up to 64 alphanumeric characters excluding " " blank, ",?, =, <, >, #, and \, can be used.

*9:  Up to 19 alphanumeric characters excluding " " blank, ",?, =, <, >, #, and \, can be used.

*10: Be sure to perform Alert Test after all the parameters are configured appropriately. Alert feature may fail
depending on configuration made for network or alert receiver.
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(d) SNMP Alert

The SNMP Alert menu appears when you select SNMP Alert on BMC Configuration menu.

SNMP Alert
SNMP Alert
Alert Level
Alert Test

Help
Return to the previous menu
Previous menu:LCESCI]

SNMP Alert menu

The table below shows details of parameters and their default value.

Item Description Default Value
SNMP Alert
SNMP Alert || Enable or disable SNMP Alert. ™ | Disable
| Computer Name |- Specify the Computer Name. > | Blank
| Community Name | Specify the Community Name. > | Public
| AlertProcess | Select One Alert Receiver or All Alert Receiver for Alert Process. | One  Alert
Receiver
Alert Acknowledge | | Enable or disable Alert Acknowledge. | Enable
| AlertRetry Count | Specify the count of Alertretry. > | 3
T AlertTimeout | Specify the timeout period (in seconds) for alert. ® | 6
' Alert Recieverl | Enable or disable primary receiver.® | Enable
P Address1 | Specify the IP Address of primary receiver.® | 0000 |
| AlertReciever2 | Enable or disable secondary receiver. © | Disable
\IPAddress2 | Specify the IP Address of secondary receiver. © | 0000 |
. AlertRecievers | Enable or disable tertiary receiver. * | Disable
. IPAddress3 | Specify the IP Address of tertiary receiver. ® | 0000 |
Alert Level
[Mertlevel | specifythekind of eventtoalert. | Error, Waning
:When "Error" is detected in each sensor type, the alert is sent to
the checked address.
Error, Warning
: When "Error" or "Warning" is detected in each sensor type, the
alert is sent to the checked address.
Error, Warning, Information
: When "Error", "Warning" or "Information" is detected in each
sensor type, the alert is sent to the checked address.
Separate Setting
: You can arbitrarily select the event to alert in each sensor type.
Alert Test Execute a test by SNMP alert. ® -

*1: When PEF (Platform Event Filter) is set to "Disable" in Miscellaneous menu, SNMP alert is disabled.
*2: Up to 16 alphanumeric characters are accepted.

*3: Can be specified only when Alert Acknowledge is set to "Enable".

*4: When SNMP Alert is enabled, at least one alert receiver should be enabled.

*5: Can be specified only when each Alert Receiver is set to "Enable”.

*6: Be sure to perform Alert Test after all the parameters are configured appropriately. Alert feature may fail
depending on configuration made for network or alert receiver.
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(e) System Operation

The System Operation menu appears when you select System Operation on BMC Configuration menu.

System Operation
Remote KVM Console
Remote Media

Help

Return to the previous menu
Previous menu:LCESCI]

System Operation menu

The table below shows details of parameters and their default value.

Iltem Description Default Value

Remote KVM Console

Encryption Enable or disable encryption. Enable

CPortNumber | Specify the port number when encryption is disabled. * | 7578

(No Encryption)

PortNumber | Specify the port number when encryption is enabled * | 7582

|@neryeton) |

. Mouse Cursor Mode Specify display mode of mouse cursor. Dual

Single

N I U N

| Mouse Coordinate Select a mode to indicate coordinate when moving mouse | Relative

i Mode cursor.

i Relative

S ... N

. Keyboard Language Select a keyboard language. English(US)

Japanese (JP)

English (US)

French (FR)

German (DE)

emote Media

' Encrypon | Enable ordisableencrypton. =~~~ | Enable

Remote CD/DVD | Specify the port number of remote CD/DVD port when | 5120

| (NoEncryption) | encryptionis disabled. ™

. Remote USB Memory Display the port number of remote USB memory when | —

| (NoEncryption) | encryption is disabled. (Remote CD/DVD portrumber +2) |

. Remote FD Display the port number of remote FD when encryption is | —

_(NoEncryption) | disabled. (Remote CD/DVD portnumber +3) | . __

| Remote CD/DVD Specify the port number of remote CD/DVD port when | 5124

| Encrypion) | encryponisenabled * L

Remote USB Memory Display the port number of remote USB memory when | —

| (Eneryption) | encryption is enabled. (Remote CD/DVD portnumber+2) |

. Remote FD Display the port number of remote FD when encryption is | —

(Encryption) enabled. (Remote CD/DVD port number + 3)

*1: Port numbers must be the unique one.
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(f) Miscellaneous

*1:
*2:
*3:

*4:
*5:

*6:

184

The Miscellaneous menu appears when you select Miscellaneous on BMC Configuration menu.

Item

Description

Default Value

Behavior when SEL
repository is Full

Specify the behavior when SEL repository is full. ™
Stop logging SEL

: SEL is not recorded any more.
Clear all SEL

: Delete all SEL and record SEL newly.
Overwrite oldest SEL

: Old SEL is overwritten with new SEL.

Stop logging SEL

Platform Event Filter

Enable or disable Platform Event Filter.

Enable

Management Software

Redirection

Setting for remote management

Enable or disable Redirection feature. ™ ™

Enable

When this item is changed to/from "Overwrite oldest SEL", all log records in the SEL Repository are cleared.

Disabling Platform Event Filter also disables SNMP alert.

When BMC can be managed directly from NEC ESMPRO Manager (Ver.5.4 or later), this item must be set to
"Enable". If it is set to "Enable”, Authentication Key is required.

Can be specified only when ESMPRO Management is set to "Enable”.

This Authentication key is used when NEC ESMPRO Manager (Ver.5.4 or later) manages the target server. Up
to 16 alphanumeric characters are accepted.

If Redirection is set to "Enable", Console Redirection Configuration port in BIOS is set to "Serial Port B" at next
boot.

Note

Note

and unnecessary.
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2.2.3 Initializing BMC

If you select BMC Initialization on Main menu, the confirmation message as show below appears.
Only the CPU/IO module installed in the server appears on this menu.

BMC Initialization

ALL of BMC configuration parameters will be restored

to the default settings.

Do you really initialize BMC?
- CPU/IO module O

- CPU/IO module 1

Yes:[LEnter] No:LESCI]

Confirmation message (Initialization)

ESC: Aborts processing and returns to Main menu.

Initializes BMC configuration settings and restores the default value except for some items.

Enter:
After initialization, it takes about one minute to restart BMC.

2.2.4 Resetting BMC

If you select BMC Reset : CPU/IO module X on Main menu, the confirmation message as show below appears.
Only the CPU/IO module installed in the server appears on this menu.

BMC Reset

It will take about one minute to restart BMC.

Do you really reset BMC?
- CPU/IO module X

Yes:[Enter] No:LESCI]

Confirmation message (BMC Reset)

ESC: Aborts processing and returns to Main menu.

Enter: Resets BMC of CPU/IO module X (X = 0 or 1). It takes about one minute to restart BMC.
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. SAS Configuration Utility

SAS Configuration utility makes settings of the built-in SAS controller. You can start it up by simple key operation
during POST execution.

Important o Because the server is installed with the latest version of the utility, your
screen display may be different from the one described in this guide.
For information on options different from those described in this guide,
refer to the online help or ask your service agent.

e This utility is set for the CPU/IO module of the primary side. When you
configure the CPU/IO module of the secondary side, first power off the
server, plug out and plug in the AC power cord of the primary side.
Then start the server.

e The SAS Configuration Utility is used for physical formatting. Do not
change the settings on each utility menu, as doing so causes failure

and malfunction of this server.

3.1 Starting the SAS Configuration utility

Take the following procedures to start the SAS/ Configuration utility.

1. Power on the server.

The following message appears on the screen during POST execution.
LSl Corporation MPT SAS2 BI OS
MPT2BI O5- X. XX. XX. XX ( XXXX. XX. XX)

Copyri ght 2000-20xx LSI Corporation.

Press Grl-Cto start LSI Corp Configuration Utility...

2. Press and hold down the Ctrl key and press the C key.

The SAS Configuration utility starts up with the "Adapter List" menu displayed.

L3I Corp Config Utility v?.23.01.00 (2011.11.17)
Adapter List Global Properties
Adapter PCI PCI PCI PCI  FU Revisiom Status Boot

Bus Dev Fnc 3Slot DOrder

EDER 0B 00 00 00  12.00.00.00-IT Enabled ©

Esc = Exit Menu F1-3hift+1 = Help
Alt+N = Global Properties --+ = Alter Boot Order InssDel = Alter Boot List
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2.2 Quitting the SAS Configuration Utility

Take procedures below to quit the SAS Configuration utility.

1. Keep pressing ESC until the "Adapter List" menu appears.

A message appears to prompt whether you want to quit the utility.

Select an item you want to perform and press Enter.

Are you sure you want to exit?

Cancel Exit

Save changes and reboot.

Discard changes and reboot.

Exit the Configuration Utility and Reboot

Tips Be sure to select Discard changes and reboot menu. Do not change the settings on each

utility menu.
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3..3 Physical Formatting of the Hard Disk Drive

Important | This utility is set for the CPU/IO module of the primary side. When you
configure the CPU/IO module of the secondary side, first power off the
server, plug out and plug in the AC power cord of the primary side. Then
start the server.

The following describes how to execute physical formatting of hard disk drive.

1. Press Enter on the "Adapter List" menu.
"Adapter Properties" menu appears after a short while.

L3I Corp Config Utility v?.23.01.00 (2011.11.17)
Adapter Properties —— SASZ008

Adapter SERVER

PCI Slot 00

PCI Address(Bus,Dev) OB : 00

MPT Firmuare Revision 12.00.00.00-1T
3AS Address 50030130 :F1B25400
NUDATA Version 0C.00.CC.01
Status Enabled

Boot Order 4]

Boot Support | [Enabled BIOS & 031
SAS Topology

Advanced Adapter Properties

Esc = Exit Henu F1-3hift+1 = Help
Enter = Select Item -s+/Enter = Change Item

2. Select "SAS Topology" and press Enter.
"SAS Topology" menu appears after a while.

L3I Corp Config Utility v?.23.01.00 (2011.11.17)
SAS Topology — SASZ008

Device Identifier Device
SERVER(OB:006) Info

L Control ler EEEEEE S Cortrol ler

3. Select "Direct Attach Device" and press Enter.

Hard disk drives that are installed on the primary CPU/IO module appear after a while.

LSI Corp Config Utility v?.23.01.00 (2011.11.17)
SAS Topology — SASZ00B
Device Identifier Device

SERUER(OB:00) Info
L Controller I EUEESI Controller
Lslot @ SEAGATE ST9146853SS  N0O2  SAS
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4. Select the hard disk drive to execute physical formatting and press D while pressing Alt.

"Device Properties” menu appears after a while.

LSI Corp Config Utility
Device Properties —— SASZ008

Device Identifier
Scan Order

Phy Number

Slot Number

RAID Member

Device Information
Disk Capacity (GB)
SAS Address

Serial Number

v?.23.01.00 (2011.11.17)

SEAGATE ST914685355 Nooz
9

0}

0}

No

SAS

136

5000C500 : 42ARF?39
6XMO1HH?00005128NFFA

5. Select "Format" and press Enter.
"Device Format" menu appears after a while.

L3I Corp Config Utility v7.23.01.00 (2011.11.17)

Device Format —— SASZ2008

Device Identifier SEAGATE ST914685353 HOOZ
SAS Address 5000C500 : 42AAF 739
Serial Number 6XMO1HH7000051Z8NFFA

WARNING?

Format will permanently erase all data on this devicet
Format may take hours to complete and canmot be stopped.
Press the 'F’ key to begin format or any other key to exit.

6. Press F to start formatting.
After the completion of formatting, the following message appears.

L3I Corp Config Utility u?7.23.01.00 (2011.11.17)

Device Format —— SAS2008

Device Identifier SEAGATE 3T914685353 Noo2
SAS Address 5000C500 :42AAF 739
Serial Number 6XMO1HH?O0003128NFFA

Status: Completet

Fornat completed successfully.
Press any key

Press any key to display "Device Properties" menu.
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4. Flash FDD

Flash FDD is a device that is compatible with a floppy disk drive.

Flash FDD is used when:
e Collecting the hardware logs

Refer to Chapter 1 (11. Offline Tools).

Only one Flash FDD can be connected to a USB connector of this server. If another USB or floppy disk drive is

connected to this server, be sure to disconnect it.

A CAUTION

Be extremely careful not to lose Flash FDD or have it stolen.

A If Flash FDD is lost, stolen, misappropriated, or fraudulently obtained, there is a risk of
leaking confidential information to a third party. NEC assumes no responsibility for
damages caused by leaking confidential information in this way.

The write protection of Flash FDD is the status before connecting it to this server. If you want to change the write
protection status, remove Flash FDD from the server, change the write protection switch, and then connect it

again.

Note Be careful not to accidentally flip the write protection switch while connecting

Flash FDD to or removing it from the server.
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4.1 Notes on Using Flash FDD

Flash FDD is only intended as a temporary means of recording a driver software, so do not use it to back up

data.

4.1.1 Compensation for recorded data

NEC will not pay compensation for data recorded on Flash FDD if the data is lost.

4.1.2 Handling Flash FDD

e Flash FDD is consumables.
If Flash FDD causes an error, use a new Flash FDD.

e Do not turn off the server while the access LED of Flash FDD is blinking.
Turning off the server at this time can cause a failure or data corruption.

e Flash FDD cannot be connected via USB hub.
Directly connect Flash FDD to USB connector of the server.

o Before handling Flash FDD, discharge static electricity from your body by touching a nearby metal object
(such as a doorknob or aluminum frame).

¢ Do not disassemble Flash FDD.

e Do not apply a strong force to Flash FDD.

e Do not place Flash FDD in an area directly exposed to sunlight or near a heater.

e Do not handle Flash FDD while eating, drinking, or smoking. Also, avoid contact with thinner, alcohol, or
other corrosive substances.

e Carefully connect Flash FDD to the server.

¢ Do not move the server while Flash FDD is connected to USB connector.

e Remove Flash FDD from the server after use.

4.1.3 Use with EXPRESSBUILDER

e Connect Flash FDD after Home Menu of EXPRESSBUILDER appears.
o Before you exit EXPRESSBUILDER, remove Flash FDD from the server.
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. Details of EXPRESSBUILDER

EXPRESSBUILDER helps you to install operating system and maintain the server. EXPRESSBUILDER also

provides bundled software and documents.

2.1 Starting EXPRESSBUILDER

Use the DVD labeled "EXPRESSBUILDER", as shown below:

Tips IRemove other removable media before starting EXPRESSBUILDER.

(1) Insert the DVD into the server, and then restart the system. (Cycle the power of server, or press <Ctrl> +
<Alt> + <Delete> keys.)
Boot Selection Menu shown in Chapter 3 (5.2 Menus of EXPRESSBUILDER - (1) Boot Selection Menu)
appears.

(2) Insert the DVD into a computer running Windows.
Autorun Menu shown in Chapter 3 (5.2 Menu of EXPRESSBUILDER - (4) Autorun Menu) appears.
The autorun menu is disabled by factory default. Launch the menu by running

\ aut orun\ di spat cher _x64. exe.

2.2 Menu of EXPRESSBUILDER

EXPRESSBUILDER is operated by using onscreen menus.

(1) Boot Selection Menu

When EXPRESSBUILDER starts from DVD, the following menu appears.
Use the upper and lower arrow keys to move the cursor, and then press <Enter> key to choose it.

OS installation is chosen if no key is pressed.

Boot sdection

OSinstdlation *** default ***
Tool menu

Home Menu shown in (2) Home Menu appears when choosing OS installation.

Tool Menu shown in (3) Tool Menu appears when choosing Tool menu.

192 Express5800/R320d-E4, R320d-M4 Maintenance Guide (VMware 5.5)



Chapter 3 Useful Features 5. Details of EXPRESSBUILDER

(2) Home Menu

Setup

Utilities

@ +~ ¥

Versions

Exit

C

Operate Home Menu using the mouse or keyboard.
The following menus are included.
a) Setup
This menu is not available.
b) Utilities
Starts a utility provided by EXPRESSBUILDER.
See Chapter 3 (5.3 Utilities Provided by EXPRESSBUILDER) for details.
c) Versions
Displays software and driver versions in EXPRESSBUILDER.
d) Exit
Closes EXPRESSBUILDER and then shut down or restart the server.
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(3) Tool Menu

Tool menu

Test and diagnostics
Return to the previous menu

Choose Test and diagnostics to run System Diagnostics, which is used to analyze and diagnose the server

and check the cable connection. For details about system diagnostics, see Chapter 1 (10. System Diagnostics).

(4) Autorun Menu

Autorun Menu

BP Instruction Manuals
o Versions
g Integrated Installation

Applications

Br] Exit

Use Autorun menu to read documents or install bundled software. Adobe Reader is needed to view or print

manuals of PDF format.

Integrated Installation

You can easily install Starter Pack or NEC ESMPRO using this feature. Log on the Windows with the built-in

Administrator to use this feature.

J..3 Utilities Provided by EXPRESSBUILDER

The following utilities can be started when choosing Utilities from Home Menu.

File execution

Directly runs an external utility on removable media. Use this feature only for utilities provided by NEC.

Note The operation of external utilities provided by companies other than NEC is not

guaranteed.
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6. EXPRESSSCOPE Engine 3

EXPRESSSCOPE Engine 3 enables various functions by using a system management LS| called BMC

(Baseboard Management Controller).

EXPRESSSCOPE Engine 3 monitors statuses inside the server such as that of power supplies, fans,
temperature, and voltage. Connecting the management LAN port to your network enables you to do the

following from a remote site via a Web browser and SSH client;

e Managing the server

e Operating KVM (keyboard, video, and mouse) from a remote console (*)

Accessing a CD-ROM, DVD ROM, floppy disk, ISO image, or USB flash drive in a remote console (*)

* To actualize these functions, virtual USB mass storage (Remote FD, Remote CD/DVD, Remote USB Memory,

or Virtual Flash) is always connected as USB mass storage.

Tips To reset BMC, use the Off-line Tool of the server.

Refer to Chapter 3 (2. BMC Configuration) for details.
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7. NEC ESMPRO

7.1 NEC ESMPRO Agent

For details of NEC ESMPRO Agent, refer to User’s Guide in ft control software Install DVD.

7.2 NEC ESMPRO Manager

NEC ESMPRO Manager remotely controls and monitors the server hardware.

To use these features, install the bundled software such as NEC ESMPRO Agent on the server.

Refer to "NEC ESMPRO Manager Installation Guide" or online help of NEC ESMPRO for details.
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