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Introduction

This User’s Guide describes NEC ESMPRO Manager RAID System Management function.
This User's Guide consists of the following three files.

® NEC ESMPRO Manager RAID System Management Guide : This file (esm_fg_raid_esxi5_e.pdf)

® Appendix A : Glossary (esm_fg_raid_esxi5_ea.pdf)
® Appendix B : Logs/Events (esm_fg_raid_esxi5_eb.pdf)

The content of this Guide is based on the premise that the RAID System environment you are using is on VMware

ESXi 5 or later. See "Appendix A: Glossary" for the terms on this Guide.
Before using the function, you should carefully read the User’s Guide of the RAID System to be managed and that of

the computer in which the RAID System is installed.
The User’s Guide is intended to be read by engineers who are fully familiar with the functions and operations of

operating systems. See the operating system online help and related documentation for the operations and concerns

of the operating system.
The pictures about NEC ESMPRO Manager in this document are the one as of the writing. They are sometimes

different from the version which you use.

Symbols used in the text

The User’s Guide uses the following three symbols. Follow these symbols and their meanings to use the RAID
System environment appropriately.

.—O Indicates a matter or caution you should particularly obey on operations of the function.
IMPORTANT
/ Indicates a notice you should check to operate the function.
\l/, Indicates effective or convenient information which help you if you know them.
TIPS
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Overview

This chapter describes the overview of the NEC ESMPRO Manager RAID System Management.

NEC ESMPRO Manager is the software that reduces the operation management cost by managing the server remotely.
For details of NEC ESMPRO Manager, see the following documents.

- NEC ESMPRO Manager Installation Guide

- NEC ESMPRO Manager Setup Guide

- NEC ESMPRO Manager Command Line Interface

- NEC ESMPRO Manager Command Line Interface Users Guide - ExpressUpdate Management

What is RAID System Management function?

The NEC ESMPRO Manager RAID System Management function is characterized as follows.
1. Allowing a variety of RAID Systems to be managed

Conventionally, a specific management utility must be used for each RAID System. On the other hand, only the
NEC ESMPRO Manager can manage more than one RAID System. For the RAID Systems which the NEC ESMPRO
Manager can manage, see the documentation for your computers and RAID Systems.

2. Operating in either Standard or Advanced Mode

The NEC ESMPRO Manager RAID System Management function can operate in two RAID System Management
Modes, which are Standard Mode and Advanced Modes.

The Standard Mode provides the RAID System Management function with standard management functions of
RAID Systems.

The Advanced Mode provides the RAID System Management function with advanced management and
maintenance functions of RAID Systems.

Using the two RAID System Management Modes appropriately depending on users and jobs allows the usability
of the RAID System Management function to be improved and malfunctions to be avoided.

3. Supporting general functions required for configurations, operations and maintenances of RAID Systems

The NEC ESMPRO Manager RAID System Management function supports general functions required for
operations of RAID Systems (including log recording, Patrol Read and Consistency Check), and general functions
required for maintenance (including Rebuild and Locate functions).

4. Troubleshooting RAID Systems

The NEC ESMPRO Manager RAID System Management function can detect failures occurred in RAID Systems by
using various functions.

The Web GUI indicates the configurations and status of RAID Systems comprehensibly with trees and icons. The
NEC ESMPRO Manager RAID System Management function registers failures occurred in RAID Systems to the
dedicated log (RAID Log, Alert Viewer). Further, the Express Report Service (MG) can send alerts to the customer
support contact.



Functions available on NEC ESMPRO Manager

The functions available in NEC ESMPRO Manager RAID System Management are different from those in Universal RAID Utility as shown below.

Function

Category

NEC ESMPRO Manager
Target of this document
LSI SMI-S Provider

Description
Reference
HPE WBEM Provider Universal RAID Utility
Standard  Advanced Standard Advanced

Configuration/Status/Log Tree View of RAID v v v v

information browsing

System

Shows system
configuration in the
component in a
hierarchical manner.

Show Property v v v v Shows property for
each component.

Current status of v v v v Shows current status

operation of operation.

Display information v v v v Refresh  the RAID

update System information.

RAID Log display v v v v Displays the log of the
RAID System

Display Alert Viewer v v v v L, @il Display the Alert
Viewer that manages
alert information sent
from the RAID
System.

Configuration Easy Configuration v v Creates RAID System

easily.

Create Logical Drive v v Creates Logical Drive.

Delete Logical Drive v Delete Logical Drive

Hot spare (create) v v v v Creates Hot Spare

Hot spare (delete) v v v v Delete Hot Spare

Create SSD Cache v Creates SSD Cache

Drive Drive

Delete SSD Cache v Deletes SSD Cache

Drive Drive



v": Function supported
(No mark): Function not supported

*1: This function needs NEC ESMPRO Agent or NEC ESMPRO ServerAgentService.

Operation Consistency Check v v v Starts Consistency
(start) Check
Consistency Check v v v Stops Consistency
(stop) Check
Scheduled *2 *2 v Starts scheduled
Consistency Check Consistency Check
Initialization (start) v v Starts Consistency
Check
Initialization (stop) v v Stops Consistency
Check
Rebuild (start) v v Starts Consistency
Check
Rebuild (stop) v v Stops Consistency
Check
Refresh battery v v Refreshes battery
Maintenance Silence buzzer v v v Silences buzzer
Locate the Physical v v v Turns on (blinks) or
Device off the disk lamp of
the slot Physical
Device is inserted.
Make Physical v v Makes physical
Device Offline device offline forcibly.
Make Physical v v Makes physical
Device Online device online forcibly.
Change settings Option parameters v v Changes the setting
of RAID Controller of RAID Controller.
Option parameters v v Changes the setting
of Logical Drive of Logical Drive.
Other function Change RAID 23 3 v Changes the RAID
System System Management
Management Mode Mode.
Legend



*2: The user with the administrator authority or the user of whom [Remote Batch] is enabled can use the function. See the Maintenance of RAID System (Scheduled
Consistency Check) section for details.

*3: You must set the RAID System management mode of NEC ESMPRO Manager RAID System Management function separately for each user. See the Registering RAID
System Management function (Setting RAID System Management Mode) section for details.
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Differences of RAID System management
functions from old versions

From NEC ESMPRO Manager Ver.6.13 to Ver.6.20

1. Additional support of the following RAID Controllers
N8103-189 RAID Controller (RAID 0/1)
N8103-190 RAID Controller (2GB, RAID 0/1/5/6)
N8103-191 RAID Controller (4GB, RAID 0/1/5/6)
N8103-192 RAID Controller (RAID 0/1)
N8103-193 RAID Controller (2GB, RAID 0/1/5/6)
N8103-194 RAID Controller (4GB, RAID 0/1/5/6)
N8103-195 RAID Controller (RAID 0/1)
N8103-196 RAID Controller (4GB, RAID 0/1/5/6)
N8103-201 RAID Controller (2GB, RAID 0/1/5/6)

From NEC ESMPRO Manager Ver.6.06 to Ver.6.13

1. Additional support of management ESXi which use Native Driver (Isi_mr3).

From NEC ESMPRO Manager Ver.6.05 to Ver.6.06

1. Additional support of the following function
®  Monitoring the Endurance Remaining of SSD
Endurance Remaining of SSD reflects to Physical Device node.
- The SSD which has only little Endurance Remaining cannot use to Rebuild and Hot Spare.
2. Additional support of the following RAID Controller
® N8103-188 RAID Controller (OMB, RAID 0/1)

From NEC ESMPRO Manager Ver.6.00 to Ver.6.05

1. Additional support of the following function

®  Monitoring the Endurance Remaining of SSD
2. Additional support of the following 0S

® VMware ESXi 6

From NEC ESMPRO Manager Ver.5.72 to Ver.6.00

1. Additional support of 4K Native HDD
2. Additional support of the following RAID Controllers

® N8103-176 RAID Controller (1GB, RAID 0/1)

® N8103-177 RAID Controller (1GB, RAID 0/1/5/6)
® N8103-178 RAID Controller (2GB, RAID 0/1/5/6)
® N8103-179 RAID Controller (2GB, RAID 0/1/5/6)

From NEC ESMPRO Manager Ver.5.66 to Ver.5.72

1. Additional support of the following RAID Controllers



N8103-172 RAID Controller (512MB, RAID 0/1)
N8103-173 RAID Controller (512MB, RAID 0/1/5/6)
N8103-174 RAID Controller (1GB, RAID 0/1/5/6)
N8103-161 RAID Controller (1GB, RAID 0/1/5/6)
N8103-168 RAID Controller (1GB, RAID 0/1/5/6)

From NEC ESMPRO Manager Ver.5.60 to Ver.5.66

1. Additional support of the following RAID Controllers
® N8103-152 RAID Controller (1GB, RAID 0/1/5/6)
® N8103-167 RAID Controller (1GB, RAID 0/1/5/6)
2. Additional support of Flash Backup Unit

NEC ESMPRO Manager Ver.5.60

This is the first version of NEC ESMPRO Manager that supports the management of RAID System on VMware
ESXi 5 server.

12



Structure of NEC ESMPRO Manager N

~ Management PC

RAID System Management L

Express Report NEC ESMPRO Manager
The NEC ESMPRO Manager RAID System Management function consists of the following Service (MG)

modules to manage the RAID System in the server where VMware ESXi 5 or later is in operation.

W NEC ESMPRO Manager

NEC ESPRO Manager is the server management software aiming at stable operation and ] =
efficient system operation of server system. It manages the configuration information of o
server resource and operating status, NEC ESPRO Manager manages the server using Web —@ = =

GUI and Alert Viewer GUL. =

" e o
Web GUI is the application managing and monitoring the RAID System by GUI (graphical user S R
interface). It displays the configuration and status of a RAID System graphically or provides
configuration and operation for a RAID System.

B Alert Viewer
Alert Viewer manages the alert information sent from the RAID System. You can check the | /
alert information that has been sent to NEC ESMPRO Manager in the Alert Viewer on the / /
Web browser.

B LS| SMI-S Provider, HPE WBEM Provider
LSI SMI-S Provider and HPE WBEM Provider are the modules that controls the RAID System
information in the server to be managed.

LSI SMI-S Provider and
HPE WBEM Provider

B Express Report Service (MG)
The failure information occurred in the servers registered in NEC ESMPRO Manager can be
automatically sent to the customer service by setting up Express Report Service (MG) on
Management PC.

G Customer Server to be managed
Support Contact = (VMware ESXi 5
or later)

Figure 1 Configuration of RAID System Management Function
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System requirements of RAID System

Management function

This chapter describes system requirements of the NEC ESMPRO Manager RAID System Management function.
See NEC ESMPRO Manager Installation Guide for the system requirements of NEC ESMPRO Manager.

Server to be managed

The following components are required for the NEC ESMPRO Manager RAID System Management function.

Operating system Installation image

Virtual platform VMware ESXi 5.0 Update 3 Patch 08 or later
VMware ESXi 5.1 Update 2 Patch 05 or later
VMware ESXi 5.5 Update 2 or later
VMware ESXI 6.0b or later
VMware ESXI 6.5 or later

Required software LSI SMI-S Provider and HPE WBEM Provider of the vendor of the RAID
System to be managed

L If the LSI SMI-S Provider and HPE WBEM Provider are not installed in a server, please
F download and install it from NEC Global Site.



Registering RAID System Management

function

This chapter describes the registration of the NEC ESMPRO Manager RAID System Management function.

Installation of NEC ESMPRO Manager

NEC ESMPRO Manager Ver5.60 or later version is required to manage the RAID System in the server where VMware
ESXi 5 is in operation.

NEC ESMPRO Manager Ver6.05 or later version is required to manage the RAID System in the server where VMware
ESXi 6 is in operation.

See NEC ESMPRO Manager Installation Guide for details of the installation of NEC ESMPRO Manager.

Setting the server to be managed

Set [Registration] or [Enable] for RAID System Management and WS-Man when you register the server.
See NEC ESMPRO Manager Setup Guide for details of the setting of the server to be managed.

Component Mame [required] Serverl

Hias

Group root

Connection Type @ Lay Direct  Modem
Common Setting

05 IP Address [required] 192 168 .0 .118
SHWP (ESMPROD/ServerAgent)f W5—Man

Management ® Registration | Unreistration

Management Type ) srde @ wEttan

Lkzer Mame [required] root

Pazzword [required] IITITI11]

Communication Protocal @ e O HTTRS

Peort Mumber [required] B985

RAID system management

hanapement 1@ Registration | Unregistration
MEC Expressiipdate

Lpdates wia MNEC Expresslpdate Agent D) Registration @ Lnregiztra tion
BMC (EXPRESSSCOPE Engine)f vPro (Common)
hanagement ) Registration @ Linregistration
Add

15



There are two ways to register the server to be managed, “Manual Registration” and “Auto
Registration.” The settings for the RAID System Management function are different for each
registration as follows.

Manual Registration: Registration/Unregistration
Auto Registration: Enable/Disable

16



Setting RAID System Management Mode

NEC ESMPRO Manager sets the RAID System Management Mode for each user account.

wO o Only the user with the administrator authority can set the RAID System Management
INPORTANT mode.

® The RAID System Management mode of the user with the administrator authority operates
in the Advanced Mode and the settings cannot be changed.

The procedure to set the RAID System Management mode is as follows.

Step 1 Click the [User Information] tab in [Environment Setting]. Click the user name to set the RAID System
Management mode.

I User Accounts I coess Control || Metwork || Option || Auto Registration Setting

oo |

[Reiztration count : 2oount] Add User FPaga[ 1 1]

nans T ome ——pommns |
1

Administrator
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Step 2 Click [Edit].

ser List
Lizer Mame test
Cirectony Servica Liser [ia]
Authority Oparator
RAD Systemn Management hode Standard Mode
Comments
General
Addition fedit/deletion of a component Cisable
Change Environment Setting Dizable
Remote Gontrol
Fomser CIF Cizable
Reset Ci=able
Fomser Chyicle Dizable
Fomer OFF Dizable
05 Shutdosn Cizable
Lk Switch Cizable
Clear SEL Aves Cizable
Electric Pomer Management Ci=able
Ramaote Console Execotion Cizable
Schedule Setting Dizable
Remote Batch Setting Dizable
In=tall Update Packages Cizable
Install ALninstall of NEG Expreszlipdate Agent Cizable
Server setting
Change Pomer Option Setting Cizable
Change BWZ Setting Dizable
Change HIOS Setting Dizable
Change Agent Setting Cizable
Change wFro Setting Cizable
Change Consdle Log Setting Cizable
Change Server Down Detection Setting Cizable
Chassis Information
Change CPU Blade Auto Setting Dizable
t server
Lpdate and maintenance of SRLFC] module Cisable

Change Password

18



Step 3 Check the checkbox of Advanced Mode or Standard Mode of [RAID System Management Mode] in [User

Information] and click [Apply].

User Information

Item Mame Setup Value

Izer Mame [required] test
Authority top
R0 System Management hode I ) adwanced bode @) Standard Mode I
Comments
Select Al [Enabie 41| | Disable A1l
Item Mame Setup Value
General
Additionfedit/deletion of a component ) Enatle @ Cisable
Change Environment Setting ! ! Enable 0 Cisable
Remote Control
Fomer 0N ) Enatle @ Lisable
Rezet A ' Enabla 0 Cizable
Pomer Chycde K ! Enable 0 Cizable
Fomer OFF 7 Enatle @ Lisable
0 Shutdown () Enable @ Lisable
CUKP Switch (7 Enatle @ Lisable
Clear SEL Avea ) Enatle @ Cisatle
Electtic: Power Management X ! Enable 0 Cizable
Remote Consde Execution L ! Enable 0 Cisable
Schedule Setting ©) Enable @ Cisable
Remote Batch Setting ) Enable @ Cisable
Install Update Packages () Enable @ Lisable
Inztall/Uhinstall of NEC EspressUbdate Agent () Enable @ Cizable
Server setting
(Change Pomer Opticn Setting ) Enable @ Cizable
Chanee EMC Sattine () Enable @ Cizable
Change BIOS Setting ) Enatle @ Disable
Chanes Battery Contraller Configurstion () Enable @ Dizsble
Change Azent Setting () Enable @ Cisable
Chanee wPro Setting () Enable @ Cizable
Change Conzole Log Setting () Enable @ Cisable
Chanee Server Down Detection Setting () Enable @) Dizable
Chassis Information
Change CFU Blade Auto Setting () Enable @ Disable
ft server
lipdate and maintenance of CR/PCI module L ! Enable 0 Disable
Server setting
(Change Pomer Opticn Setting ) Enable @ Cizable
Chanee EMC Sattine () Enable @ Cizable
Change BIOS Setting L ! Enable 0 Cizable
(Change Battery Controller Configuration l ! Enable 0 Cisable
Change Azent Setting () Enable @ Cisable
Chanee wPro Setting () Enable @ Cizable
Change Conzole Log Setting ) Enable @ Cizable
(Change Server Down Detection Setting () Enable @ Dizsble
Chassis Information
Change CFU Blade Auto Setting () Enable @ Disable
ft server
Lipdate and maintenance of GRS module ' ! Enable G Cizable
Apply lCanceI ]
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Checking the settings of RAID System
Management mode

Check [RAID System Management Mode] displayed on the upper right of Web GUI to confirm the current settings of the
RAID System Management mode.

Uger Mame : root [ Authority © Administrator ] REEEEE

Ervironment Setting | About REC ESMMPRD hanager | Help

[ RAD System banazement Mode © Advanced
hode ]

RAID System Management mode at startup

The user with the administrator authority which has been set at the installation of NEC ESMPRO Manager starts in the
Advanced Mode. The user with the operator authority starts in the RAID System Management mode which has been set
at the user registration.
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Functions of Web GUI

This chapter describes the functions of the Web GUI.
See the online help for details of the Web GUI.

Structure of Web GUI

As shown in the figure below, the Web GUI is composed of four parts, or Tree View, Operation Area, Menu Bar and

Status Bar.

Header Menu

-

P

root » Server] > RAD System > RAD Gontroller #1

User Mame © uru [ Authority : Administrator ]

Alertiiewer | Tools | Erwironment | &bout MEG ESMPRC hargzer | Hel

[ RAD System Marazement Mode © Advanced Made ]

Gonstitution Setting Remote Gontrol

| Bl Server1 3 Information of server state/constitution
3 Server Status
Lo gy {9 Alert Status
e | Berver Monitoring Status
= % & Constitution Infarmation
& Svstem
- [ Data Stare
- T Software Component
- &3 Storaze Device
- B8 Metwork
& B RAD System
i~® B9 RAD System Information
RAD Loe
a
& 1@ Battery [Morrmal]
= & B Disk Array #1
i@ B LD #1 [Online] RAD O
i-@ B PD 225250 [Online] SATA-HDD

[ |

m

B @ B Disk Array #2
@ I LD #2 [Online] RAD 1
i@ E§ FD e252s1 [Online] SAS-HDD
L% Fg PO 225252 [Online] SA5-HOD

7~

= & % Disk Array #3 S50 Cache
H L@ £9 L0 #3 [Online] S50 Cache

Local Navigation

Schedule

B/l |Property/Setting

General

Murrber 1

s} Q

Wendor Auzzo
hodel

Firmware Yersion operation Area
Cache Bize

Premiurm Feature CacheCade
Option

Rebuild Priority Low
Congigtency Check Priority Lo

Patrol Read Disable
Patrol Read Priority Low
Buzzer Setting Digable
HDD Power Saving{Hot Spare) Erable
Device Standby Time 30 minutes

Eui]

e I S N

Stop the Buzzer sounding in the RAD
Fun

Silence Buzzer
Gontroller

Figure 2 Structure of Web GUI

Header Menu

The Header Menu shows the name and the right of the user who currently logs in. Clicking Alert Viewer, Tools,
Environmental Setting, About NEC ESMPRO Manager, Help, and Logout enables you to use each function.

ESMPROG

User Mame @ root [ Aathodity @ Administrator ]

Mertuiewer | Tods | Environment | About MEC EShPRD Manzger | Help

Tree View

The Tree View shows the configuration of RAID Systems managed by the NEC ESMPRO Manager as a hierarchical

structure.
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Local Navigation

The Local Navigation shows the configuration of RAID Systems managed by the NEC ESMPRO Manager as a hierarchical
structure.

The Local Navigation displays each RAID System existing in your server as a RAID Controller node.
Each RAID Controller node has the node of a Battery/ Flash Backup Unit on RAID Controller, created all Logical Drives
and Disk Array and connected all Physical Devices. A single node includes at least a single component of each type.

Every component is accompanied by an icon. The icons indicate the type and the status of each component (server,
RAID Controller, Battery, Flash Backup Unit, Logical Drive, and Physical Device) graphically.

B @Constitution Information
E P8 RAD Systern

(@ B9 BAD Svstern Inforration

............ B BAD Loz

2 & B Digk Array #2
@ 0 LD #2 [Online] RAD 1
%) 55 PD =25251 [Online] SAS-HOD

----- ¥ 58 PD 25222 [Online] SAS-HDD

‘/ The information can display for RAID Controller(s) which is managed with LSI SMI-S Provider.
But it cannot display for RAID Controller(s) which is managed with HPE WBEM Provider. About
support RAID Controllers of each provider, please refer release memo of each provider.
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Operation Area

The Operation Area shows the detailed information of the component selected in the Local Navigation and the
operations that you can use for each component.

Property/Setting

General

Murrber

i)

Dizk Array Information
RALD Level

Sector Format
Capacity

Strips Size

Cache Mode (Current)

Option
Cache Mode (Setting)

Operation

.‘

RALD 1
g1z

4aGE
g4kB
Write Back

Logical Drive

% Online

Write Baclk

Edit]

— Geemon [ Desebton ||

Start Consiztency

Check{Automatic Stop enabled)

Start Conzistency

Checkifutormatic Stop disabled)

Start Ihitialize(Full)

Start hitialize(Cuicl)

Start Conzizgtency Check to the Lozical Drive uzing
automatic stop function. If Physical Device Medium

Error are detected frequently, this function will stop
automatically .

RBun

Start Conziztency Check to the Logical Drive without
uzing automatic stop function. [Warning] I Physical
Device hedium Error are detected frequently, access
performance of the Phyzical Device may degrade.

Fun

Start Initialize to the Logical Drive uzing Full mode.
[Warninz] The all data will be lost on Logical Drive i
the partitions exizt on it. Please make sure there is no
impartant data befare initializing Logical Drive.

Fun

Start Initialize to the Logical Drive uszing Cluick mode.
[Warninz] The all data will be lost on Logical Drive if
the partitions exizt on it. Please make sure there is no
important data before initializing Logical Drive.

Fun
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Components

This chapter describes the items that compose of the Web GUI.

Server

The name of the server to be managed which has been registered in NEC ESMPRO Manager is displayed.

® [Icon] <Server name>

Item Description

<Server name> Indicates the name of server having the RAID System.

The server icon indicates the status of all the RAID Systems existing in the server.

Icon Meaning Description
0 E Server - Normal All RAID Systems in the server operate normally. Problems which RAID
Controllers define as failures do not occur.

For RAID System which is managed with HPE WBEM Provider, only this state
is indicated in spite of whether there is any Warning/ Error RAID system or

not.
& E Server - Warning One or more RAID Systems in the warning condition exist in the server.
9 E Server - Fatal One or more RAID Systems in the warning or fatal condition exist in the
server.

RAID Controller

Each RAID System on the server is the RAID Controller node. A RAID Controller node equals a RAID Controller,
and shows the number and model of the RAID Controller.

® [Icon] RAID Controller #<Number> <Model>

Item Description
<Number> Indicates the management number (logical address) of the RAID Controller in NEC ESMPRO
Manager.
<Model> Indicates the model name of the RAID Controller.

A RAID Controller icon indicates the status of all the RAID Systems on the RAID Controller.

Icon Meaning Description

0!’ RAID Controller - Normal  All Batteries, Flash Backup Unit, Logical Drives, and Physical Devices operate
normally on the RAID Controller. No failures have not been detected by the
RAID Controller

_i [} RAID Controller - Warning  One or more Batteries, Flash Backup Unit, Logical Drives, and Physical
Devices in the following condition exist on the RAID Controller :
"Containing one or more failed components but being operable"

9 w RAID Controller - Fatal One or more Batteries, Flash Backup Unit, Logical Drives, and Physical
Devices in the following condition exist in the RAID Controller :
"Containing one or more failed components and being inoperable"
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Battery

If the RAID Controller has the Battery, the RAID Controller node has a Battery node. A Battery node and icon
shows the status of Battery.

® [Icon] Battery [<Status>]

ltem Description
<Status> Indicates the status of the Battery installed in the RAID Controller.
Icon Meaning Description
0@ Battery - Normal The Battery operates normally.
3 i) Battery - Warning The RAID Controller detects any problem of the Battery.

Flash Backup Unit

If the RAID Controller has the Flash Backup Unit, the RAID Controller node has a Flash Backup Unit node. A
Flash Backup unit node and icon shows the status of Flash Backup Unit

® [lcon] Flash Backup Unit [<Status>]

Item Description
<Status> Indicates the status of the Flash Backup Unit installed in the RAID Controller.
[efo]] Meaning Description

Oim Flash Backup Unit - Normal The Flash Backup Unit operates normally.

i e Flash Backup Unit - Warning The RAID Controller detects any problem of the Flash backup Unit.

Disk Array

If there are some Logical Drive in the RAID Controller, the RAID Controller node has the Disk Array nodes
included the Logical Drives. The Disk Array node equals a Disk Array, and shows the number of the Disk Array.
The Logical Drives you have created, all Physical Devices as the members of the Logical Drives, and Dedicated
Hot Spares you have assigned to the Logical Drives exist in the Disk Array node.

® [lcon] Disk Array #<Number>

ltem Description
<Number> Indicates the management number (logical address) of the Disk Array in NEC ESMPRO
Manager.

A Disk Array icon indicates the status of the Disk Array.

Icon Meaning Description

0 E Disk Array - Normal All the created Logical Drives, all the member Physical Devices and all the
Dedicated Hot Spares operate normally. No failures have not been detected
by the RAID Controller.

'_i E Disk Array - Warning One or more Logical Drives, Physical Devices, or Dedicated Hot Spares are in
the warning condition in the Disk Array.

9 E Disk Array - Fatal One or more Logical Drives, Physical Devices, or Dedicated Hot Spares are in
the warning or fatal condition in the Disk Array.
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SSD Cache Disk Array

When you create SSD Cache Drive in the RAID Controller, you can see that SSD Cache Disk Array node for that
SSD Cache Drive is in the RAID Controller node. A single SSD Cache Disk Array node equals an SSD Cache Disk
Array, and shows the number of the SSD Cache Disk Array. The SSD Cache Drive you have created, all the
member Physical Devices exist in the SSD Cache Disk Array node.

® [Icon] Disk Array #<Number> SSD Cache

ltem Description

<Number> Indicates the management number (logical address) of the SSD Cache Disk Array in NEC
ESMPRO Manager.

An SSD Cache Disk Array icon indicates the status of SSD Cache Disk Array.

[efo]] Meaning Description
0 sEl’: SSD Cache Disk Array All the SSD Cache Drives you have created, all the member Physical Devices
- Normal operate normally. No failures have not been detected by the RAID Controller.
_i"'h E—.E:g SSD Cache Disk Array One or more Physical Devices in the warning condition exist in the SSD
- Warning Cache Disk Array.
9 £En SSD Cache Disk Array One or more Physical Devices in the warning or fatal condition exist in the
e - Fatal SSD Cache Disk Array.

Logical Drive

The Logical Drive node exists in the Disk Array node. A Logical Drive node equals a Logical Drive, and shows the
number, status and RAID Level of the Logical Drive.

® [Icon] LD #<Number> [<Status>] <RAID Level>

<Number> Indicates the management number (logical address) of the Logical Drive in NEC ESMPRO
Manager. The number starts from 1.

<Status> Indicates the status of the Logical Drive.

<RAID Level> Indicates the RAID Level of the Logical Drive.

A Logical Drive icon indicates the status of the Logical Drive.

Icon Meaning Description
0 ﬁ Logical Drive - Normal The Logical Drive operates normally.
L ﬁ Logical Drive - Warning Because the Logical Drive contains one or more Physical Devices with Status
being Failed, the redundancy of the Logical Drive is lost or degraded.
a ﬁ Logical Drive - Fatal Because the Logical Drive contains one or more Physical Devices with Status
being Failed, the Logical Drive is offline and accessing to the Logical Drive is
disabled.

A RAID10/RAID50/RAID60 Logical Drive consists of more than one Disk Array according to

the type of the RAID Controller. Such Logical Drive nodes are located in more than one Disk
Array nodes.
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SSD Cache Drive

The SSD Cache Drive node exists in the SSD Cache Disk Array node. An SSD Cache Drive node equals an SSD
Cache Drive, and shows the number and status of the SSD Cache Drive.

® [lcon] LD #<Number> [<Status>] SSD Cache

Item Description
Indicates the management number (logical address) of the SSD Cache Drive in NEC

<Number>
ESMPRO Manager. The number starts from 1 for HDD Logical Drive and SSD Cache Drive.

<Status> Indicates the status of the SSD Cache Drive.

An SSD Cache Drive icon indicates the status of the SSD Cache Drive.

[efo]] Meaning Description
055: SSD Cache Drive - Normal The SSD Cache Drive operates normally.
9 <E0 SSD Cache Drive - Fatal Because Status of all Physical Devices for the SSD Cache Drive is Failed, the
L SSD Cache Drive is offline and accessing the SSD Cache Drive is disabled.




Physical Device

The Physical Device node exists in either the Disk Array node or the RAID Controller node. The Physical Device
which has created the Logical Drive and created Dedicated Hot Spare exists in the Disk Array node. The other
Physical Device exists in RAID Controller node. The Physical Device node equals a Physical Device, and shows
the number, status, device type and power status of the Physical Device.

® [lcon] PD <Number> [<Status>] <Interface>-<Device Type>-<Power Status>

ltem Description

<Number> Indicates the management number (logical address) of the Physical Device in NEC ESMPRO
Manager in the format “eXsY” based on the location of Physical Device.

X: The number of the enclosure to which the Physical Device is connected
Y: The number of the slot to which the Physical Device is connected.

<Status> Indicates the status of the Physical Device.

<Interface> Indicates the type of the interface to which the Physical Device is connected.
<Device Type> Indicates the type of Physical Device.

<Power Status> Indicates the Power Status of Physical Device.

Displayed only when Power Status is Power Saving or Transitioning.

A Physical Device icon indicates the device type and the status of the Physical Device.

[efo]] Meaning Description
=i Physical Device - Ready The Physical Device is not used to create a Logical Drive yet.
@ Physical Device - Online The Physical Device is already used to create a Logical Drive. Problems
which the RAID Controller detects as failures do not occur.
@ Physical Device - Hot Spare  The Physical Device is registered as a Hot Spare.
@ Physical Device - Rebuilding  The Physical Device which is rebuilding now.
0@ Physical Device - Normal The Physical Device operates without fails.

V1=
V=
VIS

ﬁlﬁ Physical Device - Warning The Physical Device is either which detects S.M.A.R.T. error or whose
- SSD Endurance Remaining is “Running out (20-11%)”, “Need to replace
ﬂ @ (10% or less)”.

=

o

9 = Physical Device - Fatal The Physical Device is either which detected a failure by RAID Controller

or whose SSD Endurance Remaining is “End of Life”.

D5
D5

A Physical Device icon indicates the power status of the Physical Device when HDD Power Saving function is
enabled.

[efo]] Meaning Description

| Physical Device - Power Saving The Physical Device which Power Status has been moved to Power
Saving by the HDD Power Saving function. “® ” is placed at the lower
left of the Physical Device icon.

@ Physical Device - Transitioning The Physical Device which Power Status is transitioning from Power
Saving to Power On by the HDD Power Saving function. “€&” is placed at
the lower left of the Physical Device icon.




Referring to Information on RAID System

This chapter describes how to see the configurations and status of RAID Systems and the RAID System operation log.

Referring to Property of RAID Controller

For the information on a RAID Controller, see the property of the RAID Controller.

To display the property of RAID Controller, click the RAID Controller whose information is to be seen on the Local
Navigation.

The [RAID Controller Properties] window has the [General] and [Option].

The [General] property indicates the property of the RAID Controller.

The [Option] property allows you to see the settings of the RAID Controller that can be changed

You can change the settings in the Advanced Mode.

[ em [ e
General

urnber 1

D 0]

Wendor fvago

hiodel LSl MegaRADD SAS S267-8i
Firrrware Wersion 3.140.135-4041

Cache Size 1,0240B

Premium Feature CacheCade

Option

Rebuild Priority Low

Caonzistency Check Priority Low

Patrol Read Dizable

Patrol Read Priority Low

Buzzer Setting Digable

HOD Power Saving{Hot Spare) Enable

Device Standby Time 30 minutes

Item Description

Number Indicates the management number (logical address) of the RAID Controller in
NEC ESMPRO Manager.
The number starts from 1 for each RAID Controller.

ID Indicates the original identification value of the RAID Controller. The Offline utility
of the RAID Controller uses the address of the identification value.

Vendor Indicates the vendor of the RAID Controller.

Model Indicates the model name of the RAID Controller.

Firmware Version Indicates the version of the RAID Controller.

Cache Size Indicates the size of cache on RAID Controller in MB.

Premium Feature Indicates the Premium Feature of RAID Controller.

Displayed only when Premium Feature is enable.
The possible status is as follow:

Cache Cade: the function to create the SSD Cache Drive using Solid State
Drive(s) (SSD) and use SSD as the Cache of Logical Drive.




Iltem Description

Rebuild Priority Indicates the priority level of Rebuild executed in the server system.
Three possible Rebuild Priorities are as follows:

High: Executes Rebuild at high priority.
Middle: Executes Rebuild at balanced priority.
Low: Executes Rebuild at low priority.

Consistency Check Indicates the priority level of Consistency Check executed in the server system.
Priority Three possible Consistency Check Priorities are as follows:

High: Executes Consistency Check at high priority.
Middle: Executes Consistency Check at balanced priority.
Low: Executes Consistency Check at low priority.

Patrol Read Indicates whether Patrol Read is executed or not.

Enable: Executes Patrol Read.
Disable: Does not execute Patrol Read.

Patrol Read Priority  Indicates the priority level of Patrol Read executed in the server system.
Three possible Patrol Read Priorities are as follows:

High: Executes Patrol Read at high priority.
Middle: Executes Patrol Read at balanced priority.
Low: Executes Patrol Read at low priority.

Buzzer Setting Indicates whether the Buzzer of the RAID Controller is used if a failure occurs in
the RAID System.

Enable: Enables the Buzzer.
Disable: Disables the Buzzer.

HDD Power Saving Indicates whether the HDD Power Saving (Hot Spare) is enabled or not.

(Hot Spare) Enable; Spin down the Hot Spare that is not in use.
Disable: Does not spin down the Hot Spare that is not in use.

Device Standby Time Indicates the time of transitioning to Power Saving of the Physical Device which
is not in use.

30 minutes
1 hour

2 hours

4 hours

8 hours

P The items displayed in the property of the RAID Controller differ depending on the RAID
ﬁPs Controller. The items which are not supported appear as blank or do not appear on the list.
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Referring to Property of Battery

For the information on a Battery on RAID Controller, see the property of the Battery.

To display the property of Battery, click the Battery whose information is to be seen on the Local Navigation.
The [General] property indicates the property of the Battery.

Property

General
Status #Mormal

Item Description

Status Indicates the status of the Battery installed in the RAID Controller.
Two possible statuses are as follows:

Normal: Indicates that the Battery can be used normally.
Warning: Indicates that the Battery cannot be used normally due to some reason.

Referring to Property of Flash Backup Unit

For the information on a Flash Backup Unit on RAID Controller, see the property of the Flash Backup Unit.

To display the property of Flash Backup Unit, click the Flash Backup Unit whose information is to be seen on the Local
Navigation.
The [General] property indicates the property of the Flash Backup Unit.

Property

Item Yalue

General

Status @ ormal

Item Description

Status Indicates the status of the Flash Backup Unit installed in the RAID Controller.
Two possible statuses are as follows:

Normal: Indicates that the Flash Backup Unit can be used normally.
Warning: Indicates that the Flash Backup Unit cannot be used normally due to some reason.
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Referring to Property of Disk Array

For the information on a Disk Array, see the property of the Disk Array.

To display the property, click the Disk Array whose information is to be seen on the Local Navigation.
The [General] tab indicates the property of the Disk Array.

General

Murnber 1

o 0

Sector Format g1z
Ciapacity 207GE
Unuzed Capacity 217GE
Type Dizk Arraw
Phyvzical Device 1 e25Pa0
Phyzical Device 2 efhdz1

Item Description

Number Indicates the management number (logical address) of the Disk Array in NEC
ESMRPO Manager. The number starts from 1, which includes Disk Array as well
as SSD Cache Disk Array.

ID Indicates the original identification value of the Disk Array. Use this value to
create Disk Array managed by the Offline utility of the RAID Controller
corresponding to those managed by NEC ESMPRO Manager.

Sector Format Indicates sector format of Physical Device in the Disk Array.

Capacity Indicates the total capacity of Physical Device in Disk Array in GB.

Unused Capacity Indicates the capacity of unused area in the Disk Array in GB.

Type Indicates the Type of Disk Array.
Indicates [Disk Array] or [SSD Cache Disk Array].

Physical Device N Indicates the number of the Physical Devices which are the members of Disk
Array.

N starts from 1, corresponding to the number of Physical Device which
composes the Disk Array. When the number of Physical Device is one, N is not
displayed.

L The items displayed in the property of the Disk Array differ depending on the RAID Controller.
The items which are not supported appear as blank or do not appear on the list.
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Referring to Property of SSD Cache Disk Array

For the information on an SSD Cache Disk Array, see the property of the SSD Cache Disk Array.

To display the property, click the SSD Cache Disk
Array whose information is to be seen on the Local
Navigation.
The [General] tab indicates the property of the SSD General
Cache Disk Array. Mumber a
I 2
Sector Format E12
Capacity 186GE
Uruzed Capacity QcE
Tvpe =20 Cache Digk Array
Phyzizal Device 1 e2bls=6
Phyzical Device 2 e2blsy
Number Indicates the management number (logical address) of the SSD Cache Disk

Array in the NEC ESMRPO Manager. The number starts from 1, which includes
Disk Array as well as SSD Cache Disk Array.

ID Indicates the original identification value of the SSD Cache Disk Array. Use this
value to create SSD Cache Disk Array managed by the Offline utility of the RAID
Controller corresponding to those managed by NEC ESMPRO Manager.

Sector Format Indicates sector format of Physical Device in the SSD Cache Disk Array.
Capacity Indicates the total capacity of Physical Device in SSD Cache Disk Array in GB.
Unused Capacity Indicates the capacity of unused area in the SSD Cache Disk Array in GB.
Type Indicates the Type of SSD Cache Disk Array.

Indicates [Disk Array] or [SSD Cache Disk Array].
Physical Device N Indicates the number of the Physical Devices which are the members of SSD

Cache Disk Array.

N starts from 1, corresponding to the number of Physical Device which
composes the Disk Array. When the number of Physical Device is one, N is not
displayed.

‘L7, The items displayed in the property of the SSD Cache Disk Array differ depending on the
P RAID Controller. The items which are not supported appear as blank or do not appear on the
list.
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Referring to Property of Logical Drive

For the information on a Logical Drive, see the property of the Logical Drive.

To display the property of Logical Drive, click the Logical Drive whose information is to be seen on the Local Navigation.
The [Logical Drive Properties] window contains the [General] and [Option].

The [General] property indicates the property of the Logical Drive.

The [Option] tab allows you to see the settings of the Logical Drive.
You can change the settings in the Advanced Mode.

General

Murrber 1

D 0

Digk Array Information 1

RAD Level RAD 1
Sector Forrnat 12
Capacity A0GE
Stripe Size G4k B
Cache Mode (Current) Wlrite Back
Twpe Logical Drive
Status %) Online
Option

Cache Mode (Setting) Write Back

Item Description

Number

Disk Array
Information

RAID Level

Sector Format
Capacity
Stripe Size

Indicates the management number (logical address) of the Logical Drive in NEC
ESMPRO Manager.

The Universal RAID Utility assigns a number starting from 1, which includes SSD
Cache Drive as well as Logical Drive.

Indicates the original identification value of the Logical Drive. Use this value to
create Logical Drives managed by the Offline utility of the RAID Controller
correspond with those managed by NEC ESMPRO Manager.

Indicates the management number (logical address) of the Disk Array in which
the Logical Drive exists.

Indicates the RAID Level of the Logical Drive.

The value can be RAID O, RAID 1, RAID 5, RAID 6, RAID 00, RAID 10, RAID 1E,
RAID 50 or RAID 60.

Indicates sector format of Physical Device in the Logical Drive.
Indicates the capacity of the Logical Drive in GB.

Indicates the Stripe Size of the Logical Drive.

The value can be 1KB, 2KB, 4KB, 8KB, 16KB, 32KB, 64KB, 128KB, 256KB,
512KB, or 1024KB.
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Iltem Description

Cache Mode Indicates the current value of the mode of writing data to the cache memory
(Current) installed in the RAID Controller.

Two possible modes are as follows:

Write Back: Writes data to the cache memory asynchronously.
Write Through: Writes data to the cache memory synchronously.

Type Type of the Logical Drive.
Indicates Logical Drive or SSD Cache Drive.

Status Indicates the status of the Logical Drive.
Three possible status are as follows:

Online: Indicates that the redundancy of the Logical Drive is retained.

Degraded: Indicates that the redundancy of the Logical Drive is lost or degraded.
Accessing to the Logical Drive is enabled.

Offline: Indicates that the Logical Drive is offline and accessing to the Logical
Drive is disabled.

Cache Mode Indicates the mode of writing data to the cache memory installed in the RAID
(Setting) Controller.
Three possible modes are as follows:

Auto Switch: Switches the mode automatically between Write Back and Write
Through depending on the existence and/or status of Battery and Flash Backup
Unit.

Write Back: Writes data to the cache memory asynchronously.
Write Through: Writes data to the cache memory synchronously.

® Each RAID Controller supports specific RAID Levels and Stripe Sizes. Unsupported items
indicate space or do not appear in the list.

® Each RAID Controller supports specific Cache Modes. Unsupported Cache Modes do not
appear.

® Each RAID Controller supports specific items appearing on the Property tab of the Logical
Drive and specific items whose settings can be changed. Unsupported items indicate
space or do not appear in the list.

The status of a Logical Drive is defined depending on the RAID Level and the number of
Physical Devices failed.

If the RAID Level is RAID 10 or RAID 50 and two Physical Devices (three or four for RAID60)
are failed, the status will be [Degraded] or [Offline] depending on the failed Physical
Devices.

RAID level Number of failed Physical Devices
0 1 2 3 or more
RAID O Online Offline Offline Offline
RAID 1 Online Degraded Offline -
RAID 5 Online Degraded Offline Offline
RAID 6 Online Degraded Degraded Offline
RAID 10 Online Degraded Degraded/Offline Offline
RAID 50 Online Degraded Degraded/Offline Offline
RAID 60 Online Degraded Degraded Degraded/Offline

(5 or more : Offline)
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Referring to Property of SSD Cache Drive

For the information on an SSD Cache Drive, see the property of the SSD Cache Drive.

S e s It s e om
the SSD Cache Drive whose information is to be perty
seen on the Local Navigation. [ fem | vawe
The [General] property indicates the property of the General
SSD Cache Drive. MNurrber 2

D 2

Digk Array Information 2

Sector Format 512

Capacity 186GE

Twpe S50 Gache Drive

Status @Online

Item Description

Number Indicates the management number (logical address) of the SSD Cache Drive in
NEC ESMPRO Manager.
The Universal RAID Utility assigns a number starting from 1, which includes SSD
Cache Drive as well as Logical Drive.

ID Indicates the original identification value of the SSD Cache Drive. Use this value
to create SSD Cache Drive managed by the Offline utility of the RAID Controller
correspond with those managed by NEC ESMPRO Manager.

Disk Array Indicates the management number (logical address) of the Disk Array in which
Information the SSD Cache Drive exists.
Sector Format Indicates sector format of Physical Device in the SSD Cache Drive.
Capacity Indicates the capacity of the SSD Cache Drive in GB.
Type Type of the SSD Cache Drive.
Indicates Logical Drive or SSD Cache Drive.
Status Indicates the status of the SSD Cache Drive.

The possible statuses are as follows:

Online: Indicates that the redundancy of the SSD Cache Drive is retained.
Offline: Indicates that the SSD Cache Drive is offline and accessing to the SSD
Cache Drive is disabled.
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Referring to Property of Physical Device

For the information on a Physical Device, see the property of the Physical Device.

To display the property of Physical Device, click the Physical Device whose information is to be seen on the Local
Navigation.
The [General] property indicates the property of the Physical Device.

e [ e
General

Enclosure g3

Enclosure Position FPort B Position 1

Slot 6]

D 54

Device Tvpe =D

Interface SAS

Wendor/Model TOSHEA FHOZEMFOZ0
Firrmware Wersion 2501

Serial Mumber S30A0OLTEYA

Sector Format 512

Capacity 185GE

Status @ Online

SMART. @ narrmal

Endurance Rernaining @ Sate (100-51%)
Power Status On

Item Description

Enclosure Indicates the number of Enclosure inserted Physical Device.
This value is the original identification value of Enclosure.

Enclosure Position Indicates the location where Enclosure in which Physical Device is inserted is
connected. Either of the following values is displayed.
Internal
Port[Port Number] Position[Position]

Slot Indicates the number of Slot inserted Physical Device.
This value is a number starting from O or 1.

ID Indicates the original identification value of the Physical Device. Use this value to
match Physical Devices managed by the Offline utility of the RAID Controller and
those managed by NEC ESMPRO Manager.

The format of the ID varies depending on the types of RAID Controllers.

Device Type Indicates the type of Physical Device.

The possible types are as follows:
HDD : Hard Disk Drive
SSD : Solid State Drive

Interface Indicates the type of the interface to which the Physical Device is connected.

Two possible types are as follows:

SAS : Serial Attached SCSI
SATA : Serial ATA

Vendor/Model Indicates the vendor and model name of the Physical Device.
Firmware Version Indicates the version of the Physical Device.
Serial Number Indicates the serial number of the Physical Device.

This item is indicated when Device Type item is HDD or SSD.
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Iltem Description

Sector Format Indicates sector format of the Physical Device.

Capacity Indicates the capacity of the Physical Device in GB.

This item is indicated when Device Type item is HDD or SSD.
Status Indicates the status of the Physical Device.

Five possible status are as follows:

Online: Indicates that the Physical Device is incorporated into a Logical Drive to
operate normally.

Failed: Indicates that the Physical Device is incorporated.

Rebuilding: Indicates that the Physical Device is rebuilding.

Hot Spare: Indicates that the Physical Device is set as a Hot Spare.

Ready: Indicates that the Physical Device is not incorporated into a Logical Drive.

This item is indicated when Device Type item is HDD or SSD.
Hot Spare Indicates the Hot Spare mode of the Physical Device if it is specified as a Hot
Information Spare. Two possible modes are as follows:

Global: The Physical Device can be used as a Hot Spare of any Disk Array in the
RAID Controller.

Dedicated(Disk Array #X): The Physical Device can be used as a Hot Spare of the
specified Disk Array. Also indicates the number of the specified Disk Array. X
indicates the management number (logical address) of the Disk Array for which
the hot spare is created.

This item is displayed only when Status is Hot Spare.
S.M.AR.T. Indicates the diagnosis result of S.M.A.R.T.(Self-Monitoring, Analysis and
Reporting Technology) function. Two possible statuses are as follows.

Normal: Does not detect any error caused by the S.M.A.R.T. function.
Detected: Detects one or more errors caused by the S.M.A.R.T. function.

This item is indicated when Device Type item is HDD or SSD.

Endurance Indicates the Endurance Remaining of SSD.

Remaining The possible conditions are as follows.
Safe (100-51%): the Endurance Remaining is Safe (100-51%).
Reducing (50-21%): the Endurance Remaining is Reducing (50-21%).
Running out (20-11%): the Endurance Remaining is Running out (20-11%).

Need to replace (10% or less): the Endurance Remaining is Need to replace
(10% or less).

End of Life: the Endurance Remaining is End of Life.

Power Status Indicates the Power Status of Physical Device.
This item is displayed only in the Power Saving or Transitioning Status.
The possible conditions are as follows.

On : Power Status is active.
Power Saving : Power Status is Power Saving.
Transitioning : Power Status is transitioning from Power Saving to active.

L ® FEach RAID Controller supports specific items appearing on the Property tab of the Physical
ﬁ,,s Device and specific items whose settings can be changed. Unsupported items indicate
space or do not appear in the list.

® Even if Physical Device does not break down when you execute Make Offline, [Status] item
is changed to [Failed].
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Browsing or Stopping Execution Status of
Operation

NEC ESMPRO Manager allows you to browse or stop the status of the operation currently running in the RAID System.

To browse the status of operation, click [RAID System Information] in the Local Navigation. You can browse the status of
the operation currently running. In [Running Operation].

To stop the running operation, click [Stop] to stop the operation in [Running Operation].

You can also browse or stop the status of the operation in the Logical Drive or Physical Device window.

N Funning

Thitialize RAD Controller #1 LD #2 {0%) Stop |
N Running

Thitialize RAD Controller #1 LD #3 (26%) Stop |

Consistency Running
Chenk RAD Controller #1 LD #4 (0%) Stop |

® The operation that can be stopped depends on the RAID System Management Mode. For
details, see the section “Functions available on NEC ESMPRO Manager” in “Overview”.

® Some RAID Controllers do not support stopping an operation. In this case, the “Stop”
button is disabled.

L The progress of the running operation may not be displayed accurately when the progress is

ms Updated very frequently, for example, when a logical drive with small capacity is been
initialized. In this case, perform [Rescan] in [RAID System Information] in the Local
Navigation to display the correct progress.

Updating Information of RAID System

The management information of RAID System managed by NEC ESMPRO Manager is obtained at the following timings:

B Starting (Restarting) the operating system of the management PC in which NEC ESMPRO Manager has been
installed

Starting (Restarting) the server to be managed

Receiving an event such as change of RAID System status or change of execution status of an operation having
occurred

B Recovering from the communication disconnection between the management PC and the server to be managed
for any reason

To update the management information of the RAID System to the latest one, obtain the information of the RAID System
again in the following procedure.

L It takes several minutes after a symptom such as the status change of the RAID System or
the status change of the running operation occurs and the screen is automatically
rescanned.
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The procedure to update the RAID System information to the latest status is as follows.

Step 1

Step 2

Step 3

Click [RAID System Information] in the Local Navigation.

[ 3 Information of server state/constitution
------------ E Server Status
= @Dnstitutinn Ihformation
= 8 RAD System

iw] i3 RAID System Information

............ BAD Loz

=2 & W RAD Controller #1 L] MeeaRAD SAS O267-6i

Click [Run] in the [Rescan] operation in [Operation].

[ Operation | Desorption ||

The .dialog confirming the Rescanning will be displayed. Click [OK].

Update the RALD Svstem
Rescan manazement information of Run
the Universal RALD Utility. —
Windows Internet Exple x|

.'f-. .-\._
':9_' Rescan Execution OK?
k. ¥ 4

(04 il Cancel
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Referring to RAID System Operation Log

Operations done for RAID Systems and events occurred in the RAID Systems are registered to the RAID Log of NEC
ESMPRO Manager. Much important events are registered also in the Alert Viewer.

NEC ESMPRO Manager registers RAID Log and Alert Viewer for RAID System which is
managed with LSI SMI-S Provider.

However, for HPE WBEM Provider, NEC ESMPRO Manager only registers Alert Viewer.

RAID Log

The RAID Log shows the operation log of the RAID System.
The following information is included in the RAID Log.

Item Description

Type There are following levels of severity.
ﬁ Error: A fatal error occurs.
Ay Warning: An event which is not fatal but noteworthy occurs

@ Information: An event just to notify of the information

Date/Time Date and time when the event occurs
ID Event ID of the log
Description The content of the log

Referencing RAID Log

Click [RAID Log] in the Local Navigation to browse the RAID Log.

E‘E Information of server state/constitution
------------ E Server Status
=] I@Cclnstituticnn Information
= l@@ RAID Systern
----- (T3 B9 RAD Svstemn Information
o]
2 & M RAD Controller #1 LEI MegaRAID SAS 92678

Updating RAID Log

Click [Update of dISplay [Regiztration count : 10count] Update of display loz I Page [

og] on the RAID Log g
screen to obtain the RAID ———— m —

. ] 201270718 14:02:26 (+09:00) 401 <RUGA0T> [CTRL:1(D=0) LD:2(D=1)] Logical Drive iz Online.
LOg agaln Inforrmation

\ 3 ’ <RU0201> [CTRLA(D=0) PD:e252s1
[8) rformation 2012/07/18 14:03:26 (+09:00) 301 {D=114) SEAGATE STO30060533  MO0S] Phyzical Device is Online.

, - ; 7> [GTRL1(D=0) PDie252s 1
(B mtormation 2012/07/18 0= 26 700 00] =07 (]D=11i) SEAGATE STOS0060355  N0OG] Rebuild cormpleted,

3 tiormation 2012707418 135622 (+09:00) 210 <RU0210> [CTRL:1(D=0)] Patrol Read completed.

\ o ; (RII0306> [CTRL(D=0) PD:e252:1
8 formation 2012/07/18 1356:22 (+09.00) 306 (D=114) SEAGATE ST93006033%  MOOG] Rebuild was started.

, . . <RUCA0Z> [CTRL(D=0) PD:e252s4
(£ mformation 2012/07/18 1356:22 (+0800) 802 (=i ey qr iGaTE STes006095S  NoOE] Physical Devices is Ready.

M arning 2012707418 135622 (+09:00) 402 <RU0A0Z: [CTRL1(D=0) LD:2(ID=1)] Logical Drive is Dezraded.

o ’ <RII0304> [CTRLA(D=0) PDie252s4
@ Error ] {D=115) SEAGATE ST93006033S  NO0E] Physical Device is Failed.

i o \ <RU0303 [CTRLA(D=0) PDe252s1
(B 1formation 2012/07/18 185518 (+0900) 303 {D=114) SEAGATE STO2006035S  NOOS] Physical Device is Hot Spare.

) - ; <RUOE13 [CTRL(ID=0) PD:e252:1
(£ prformation 2012/07/18 1355:18 [+09.00) 313 (D=114) SEAGATE STSI006033T  MOOS] Global Hot Spare created.




Alert Viewer

The Alert Viewer shows the alert information sent from the RAID System in table form.
The following information is included in the Alert Viewer.

Item Description

Checkbox Check the checkbox for each alert to select.

Check the checkbox in the header of the list to select all the alerts displayed in the
current page. Uncheck it to deselect all the alerts displayed in the current page.

Summary This item gives a brief description of the alert message.
The icon in the left indicates the severity of the event.

'@ Information

2" Minor (Warning)
9 Major (Error)
@ Unknown

Read/Unread This indicates if the details of the alert message have been reviewed on the
Alert Detail screen.
T=lunread

D? Read

Type This item shows the type of the alert including CPU, Memory, and Network.
[URAIDUTL] is displayed for the alerts regarding the RAID System.

Manager This item displays the name of the Manager on Web GUI to which the component
belongs.

Component The name of the component that the alert occurs.

[Unknown server] will be displayed if an alert is notified from the component which
has not been registered in NEC ESMPRO Manager.

Address IP address of the component
Received Date and time when the alert is received
Source The service that sent the alert.

[raidsrv] is displayed for the alerts regarding the RAID System.

Event ID Event ID of the alert.
Severity Severity of the alert.
Generated The date and time of the alert is generated.
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Referencing Alert Viewer

Click [Alert Viewer] in the Header Menu to browse the AlertViewer.

M%’ User Marme : poot [ Authority : Administrator ]
— - Todks | Envitonment | About REC ESMPRD Manszer | Help

Updating AlertViewer

Click [Reload] on the Header Menu of Alert Viewer to refresh the Alert list

ndows Internet Explorer

| AlertLog Auto Save | Alert Receive Setting | Options | Help

AlertViewer

-

123 of 142 item(s) |25 items 7|/ page <<Top<Previous 1 2 3 4 .. 6 Next>Lastz>

Delete | Unread-=Read | Read->Unread Save 7 All save (142 items)

r Summary Read/Unread Type Manager Component Address Recieved Source

|l 0 Logical Drive Online = URAIDUTL  mgr WIN-WSASY03H4SD Serverl 192.168.1.10  07/18/2012 14:03:39 raidsrv

- 0 Physical Device Online E| URAIDUTL  mgr WIN-WSASY03H43D Serverl 192.168.1.10  07/18/2012 14:03:38 raidsrv

|l 0 Eebuild Completed Fc| URAIDUTL  mgr WIN-WSASYI3H45D Serverl 192.168.1.10  07/18/2012 14:03:35 raidsrv

- 0 Eebuild Started | URAIDUTL  mgr WIN-WEASY03H45D Serverl 192.168.1.10  07/18/2012 13:56:16 raidsrv

|l 0 Physical Device Ready =] URAIDUTL  mgr WIN-WSASYI3H4D Serverl 192.168.1.10  07/18/2012 15:36:15 raidsrv

[~ /8 Logical Drive Degraded | URAIDUTL  mgr WIN-WEASY03H4SD Serverl 192.168.1.10  07/18/2012 13:56:12 raidsrv

Il 0 Physical Device Failed Tad URAIDUTL  mgr WIN-WSASY()3H43D Serverl 192.168.1.10  07/18/2012 13:56:11 raidsrv

|l 0 Physical Device Hot Spare | URAIDUTL  mgr WIN-WSASY03H45D Serverl 192.168.1.10  07/18/2012 13:55:14 raidsrv

- 0 Logical Drive Online a1 URAIDUTL  mgr WIN-WSASY03H45D Serverl 192.168.1.10  07/18/2012 13:18:56 raidsrv

|l 0 Physical Device Online | URAIDUTL  mgr WIN-WSASY03H45D Serverl 192.168.1.10  07/18/2012 15:18:35 raidsrv

|l 0 Eebuild Completed =1 URAIDUTL  mgr WIN-WSASY03H4SD Serverl 192.168.1.10  07/18/2012 13:18:53 raidsrv

|l 0 Eebuild Started Tad URAIDUTL mgr WIN-WSASY03H43ID Serverl 192.168.1.10  07/18/2012 13:11:35 raidsrv

|l 0 Physical Device Ready = URAIDUTL  mgr WIN-WSASYI3H4D Serverl 192.168.1.10  07/18/2012 13:11:34 raidsrv

[" /% Logical Drive Degraded T=1 URAIDUTL  mgr WIN-WSASY03H43D Serverl 192.168.1.10  07/18/2012 13:11:31 raidsrv

|l 0 Physical Device Failed Tad URAIDUTL  mgr WIN-WSASYI3H45D Serverl 192.168.1.10  07/18/2012 15:11:30 raidsrv

|l 0 Cache Mode Changed =1 URAIDUTL  mgr WIN-WEASY03H45D Serverl 192.168.1.10  07/18/2012 13:07:05 raidsrv

|l 0 Phvsical Device Removed =] URAIDUTL  mgr WIN-WSASYI3H4D Serverl 192.168.1.10  07/18/2012 15:07:04 raidsrv

|l Q Logical Drive Offline | URAIDUTL  mgr WIN-WEASY03H4SD Serverl 192.168.1.10  07/18/2012 13:06:54 raidsrv

| 0 38D Cache Drive Capacity Changed T=1 URAIDUTL  mgr WIN-WSASY03H43D Serverl 192.168.1.10  07/18/2012 13:06:33 raidsry

|l 0 Physical Device Removed | URAIDUTL  mgr WIN-WSASY03H45D Serverl 192.168.1.10  07/18/2012 13:06:48 raidsrv

|l o Physical Device Failed a1 URAIDUTL  mgr WIN-WSASY03H45D Serverl 192.168.1.10  07/18/2012 13:06:01 raidsrv

|l 0 Phvsical Device Inserted Ei| URAIDUTL mgr WIN-WSASY0SH43D Serverl 192.168.1.10  07/18/2012 15:06:01 raidsrv

[~ # Phvsical Device Removed | URAIDUTL  mgr WIN-WEASY()3H45D Serverl 192.168.1.10  07/18/2012 13:05:44 raidsrv LI
[pone [ [ [ | [ | | [& oclintranet | Protected Mode: OFf 0% -
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Changing Property and Running

Operation in RAID System

This chapter describes the properties that can be changed and available operations in NEC ESMRPO Manager RAID
Management function.

You can change the properties or run the operations on the Operation Area. Click the target component in the Local
Navigation to display the Operation Area.

B Changing the property
Change the property in [Property/Setting] in the Operation Area. This can be done for RAID Controller and Logical
Drive.

B Running the operation
Run the operation in [Operation] in the Operation Area. This can be done for RAID Controller, Battery, Logical
Drive, and Physical Device.

Some functions in the Operation Area are disabled depending on the type of the component selected and the status of
the component.

When the RAID System Management Mode of NEC ESMPRO Manager is the Standard Mode,
the functions that are not available in the mode will not be displayed.

For the detailed description for changing the properties and running operations of RAID System properties, see
"Maintenance of RAID System”

Changing the propeties of RAID System

This section describes the properties that can be changed for each component in the Operation Area.

Properties of RAID Controller that can be changed

Item Description

Rebuild Priority Indicates the priority level of Rebuild executed in the server system.
Three possible Rebuild Priorities are as follows:

High: Executes Rebuild at high priority.
Middle: Executes Rebuild at balanced priority.
Low: Executes Rebuild at low priority.

Consistency Check  Indicates the priority level of Consistency Check executed in the server system.
Priority Three possible Consistency Check Priorities are as follows:

High: Executes Consistency Check at high priority.

Middle: Executes Consistency Check at balanced priority.

Low: Executes Consistency Check at low priority.
Patrol Read Indicates whether Patrol Read is executed or not.

Enable: Executes Patrol Read.
Disable: Does not execute Patrol Read.



Iltem Description

Patrol Read Priority  Indicates the priority level of Patrol Read executed in the server system.
Three possible Patrol Read Priorities are as follows:

High: Executes Patrol Read at high priority.
Middle: Executes Patrol Read at balanced priority.
Low: Executes Patrol Read at low priority.

Buzzer Setting Indicates whether the Buzzer of the RAID Controller is used if a failure occurs in
the RAID System.

Enable: Enables the Buzzer.
Disable: Disables the Buzzer.

HDD Power Saving  Indicates whether the HDD Power Saving (Hot Spare) is enabled or not.

(Hot Spare) Enable; Spin down the Hot Spare that is not in use.
Disable: Does not spin down the Hot Spare that is not in use.

Device Standby Time Indicates the time of transitioning to Power Saving of the Physical Device which
is not in use.

30 minutes
1 hour

2 hours

4 hours

8 hours

Properties of Logical Drive that can be changed

Iltem Description

Cache Mode Indicates the mode of writing data to the cache memory installed in the RAID
(Setting) Controller.
Three possible modes are as follows:
Auto Switch: Switches the mode automatically between Write Back and Write
Through depending on the existence and/or status of Battery and Flash Backup
Unit.

Write Back: Writes data to the cache memory asynchronously.
Write Through: Writes data to the cache memory synchronously.

Running Operations of RAID System

This section describes the operations that can be run for each component in the Operation Area.

Operations of RAID Controller that can be run

Item Description

Silence Buzzer Silences the buzzer of the RAID Controller

Operations of Battery that can be run

Iltem Description

Refresh Battery Starts refreshing the battery.




Operations of Logical Drive that can be run

Item Description

Start Consistency
Check (Automatic
Stop enabled)

Start Consistency
Check (Automatic
Stop disabled)

Stop Consistency
Check

Start Initialize (Full)

Start Initialize

(Quick)

Stop Initialize

Executes Consistency Check (Automatic Stop enabled) for the selected Logical
Drive.

In the Automatic Stop enabled mode, Consistency Check is stopped
automatically when a medium error was detected frequently on an identical
Physical Device.

Executes Consistency Check (Automatic Stop disabled) for the selected Logical
Drive.

In the Automatic Stop disabled mode, Consistency Check keeps being executed
until execution is completed when a medium error was detected frequently on an
identical Physical Device.

Stops running Consistency Check.

Initializes the selected Logical Drive.

This operation completely initializes the content of the Logical Drive by writing O
all over the Logical Drive.

Initializes the selected Logical Drive.

This operation initializes only several leading blocks including the information on
managing a Logical Drive, by writing O in these blocks.

Stops initialization.

Operations of Physical Device that can be run

Iltem Description

Start Rebuild
Stop Rebuild

Create Global Hot
Spare

Create Dedicated
Hot Spare

Remove Hot Spare

Make Online

Make Offline

Locate On

Locate Off

Rebuilds the selected Physical Device.
Stops rebuilding the Physical Device.
Creates Global Hot Spare.

Creates Dedicated Hot Spare by specifying a Physical Device.

Removes Hot Spare

Makes a Physical Device Online.

It causes the loss of consistency if a Logical Drive has been created by using the
Physical Device.

Makes a Physical Device Offline.

It causes the loss of redundancy if a Logical Drive has been created by using the
Physical Device.

Turns on (or blinks) the lamp on the slot where the selected Physical Device is
installed.

Turns off the lamp on the slot where the selected Physical Device is installed.
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Maintenance of RAID System

This chapter describes the maintenance of a RAID System using NEC ESMPRO Manager.

Providing Patrol Read for Physical Devices

The Patrol Read function reads data saved in all Physical Devices in a RAID System entirely to check whether a read
error occurs or not regularly in the background. The Patrol Read is effective to find failures including Physical Device
medium error early. Be sure to execute Patrol Read for a RAID Controller if it supports the Patrol Read.

NEC ESMPRO Manager provides the function of indicating whether Patrol Read is executed or not and the function of
changing the Patrol Read Priority.

Setting Whether Patrol Read Is Executed or Not

Whether Patrol Read is executed or not should be set in RAID Controllers. The procedure of setting whether
Patrol Read is executed or not is described below.

O Changing the setting whether Patrol Read is executed or not is available only in the Advanced
Mode.

Step 1

Click a RAID Controller on the Local Navigation to set whether Patrol Read is executed or not.

=] ] -+ RADD Controller #1 LSI MegaRAID SAS 9267-8i
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Step 2

Step 3

Step 4

Click [Edit] in [Property/Setting] in the Operation Area.

Property/Setting
I TS B 7

General

Murnber

i)

Wendor

hode|

Firrmware Wersion
Cache Size

Prermium Feature

Option

Rebuild Priority

Conzigtency Check Priority
Patrol Read

Fatrol Read Priority

Buzzer Setting

HOD Power Savinz{Hot Spare)
Device Standby Time

1
0

Avazo

L=l MezaRAD SAS D267-8i
3.140.135-4041

1.024mB

CacheCade

Liow
rAiddle
Erable
Low
Dizable
Enable

a0 minutes

Edit

The [Setting] window will appear. Change Patrol Read to [Enable] or [Disable]. Click [Apply].

I I
Rebuild Priority Loy -
Conzigtency Check
Brior Loy -

riarity
Patrol Read Disable hd
Patrol Read Priority Loy A
Buzzer Setting Dizsahle -
HOD Power Savineg(Hot

Enahle -
Spare)
Device Standby Time 30 minutes hd
Apph]

The window confirming if you would like to apply will open. Click [OK].

Windows Internet Explorer x|

l Are you sure you want applying?

Iﬂ QK Cancel
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Step 5 The value for [Patrol Read] in [Property/Setting] will change the one you have set when the change of the
setting whether Patrol Read is executed or not.

e [ Ve
General
Murnber 1
i) 0
Wendor Lvago
hodel LSl MezaRAD SAS 9267-8i
Firmware Wersion 3.140.135-4041
Cache Size 1,0240MB
Premium Feature CacheCade
Option
Rebuild Priority Lows
Conzistency Check Priarity hAiddle
Patrol Read Dizable
Patrol Read Priority L
Buzzer Setting Dizable
HOD Power SavingiHot Spare)  Enable
Device Standby Time 30 minutes
i

If the change fails, confirm the notification displayed on the upper left of the screen. The following image is an
example when the change fails.

A communication failure with the WBEM service of the server
has occurred.
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Checking Result of Executing Patrol Read

You can find the result of executing Patrol Read by checking the RAID Log of NEC ESMPRO Manager.
When it detects a problem, NEC ESMPRO Manager registers the log in the RAID Log.

Setting Patrol Read Priority

You can set the priority in which Patrol Read is executed in your server. The procedure of setting the Patrol Read
Priority is described below.

m—O Changing the priority of Patrol Read is available only in the Advanced Mode.
INPORTANT

Step 1 Click a RAID Controller on the Local Navigation to set the priority of Patrol Read.

Step 2

B &Constitution formation
B (%% RAD System

(%) B9 RAD Systern Information

............ FALD Log

= 2 RAID Controller #1 LSI MezaRAID SAS 0267-8i

Click [Edit] in [Property/Setting] in the Operation Area.

Murmbeer

i)

Wendar

hodel

Firrmware Wersion
Cache Size

Premium Featurs

Option

Rebuild Priority

Congigtency Check Priority
Patrol Read

Patrol Read Priority

Buzzer Setting

HOD Power SavingiHot Spare)
Device Ztandby Time

General

Property/Setting

Yalue

1

0

Byazo

LEI MegaRAD SAS 9267-8i
3.140.135-4041

1.0240B

CacheCade

Low
hiidd e
Dizable
Low
Dizable
Enable

30 minutes

B




Step 3 The [Setting] window will appear. Change Patrol Read Priority to [High], [Middle], or [Low]. Click [Apply].

Retuild Priority Loy -
Cionzigtency CGheck
Priari Lo -
Fiar ity

Patrol Read Enahle -
Patral Read Priority High -
Buzzer Setting Dizahble -
HOD Power SavingiHot

Enable -
Spare)
Device Standby Time 30 minutes -

Appiy] (Cencel]

Step 4 The window confirming if you would like to apply will open. Click [OK].

Windows Internet Explorer X|

:l Are you sure you want applying?
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Step 5

The value for [Patrol Read Priority] in [Property/Setting] will change the one you have set.

Property/Setting

General

Murnber 1

D 0

Werndor Avago

hiode| LET MegaRAD SAZ D2G7-5i
Firrmware Wersion 3.140.135-4041
Cache Size 1.024MB
Premium Feature CacheCade
Option

Febuild Priority Low
Cionzigtency Gheck Priority hiddle

Patrol Read Dizable

Patrol Read Priority

Buzzer Setting Dizable

HOD Power Saving{Hot Spare]  Enable

Device Standby Time 20 minutes

Edit]

If the change fails, confirm the notification displayed on the upper left of the screen. The following image is an

example when the change fails.

A communication failure with the WBEM service of the server

has occurred.
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Checking Logical Drive Consistency

The Consistency Check function checks the consistency between the data in the data area of a Logical Drive and the
parity. The NEC ESMPRO Manager RAID System Management function can start or stop Consistency Check and change
the priority in which Consistency Check is executed.

The Consistency Check is effective next to Patrol Read to find failures including Physical Device medium error early.
Execute Consistency Check periodically if the RAID Controller does not support Patrol Read or the Patrol Read is
disabled. If the Universal RAID Utility is installed, routine execution of the Consistency Check is set for RAID Controllers
not supporting Patrol Read.

The Consistency Check function has two modes, [Automatic Stop Enabled] and [Automatic Stop Disabled].

Mode Description

Start Consistency Check Executes Consistency Check (Automatic Stop enabled) for the selected Logical Drive.

(Automatic Stop enabled) In the Automatic Stop enabled mode, Consistency Check is stopped automatically when a
medium error was detected frequently on an identical Physical Device.

Start Consistency Check Executes Consistency Check (Automatic Stop disabled) for the selected Logical Drive.

(Automatic Stop disabled) In the Automatic Stop disabled mode, Consistency Check keeps being executed until execution

is completed when a medium error was detected frequently on an identical Physical Device.

mw—O e Starting or stopping the Consistency Check is enabled both in the Standard Mode and
INPORTANT Advanced Mode.

® The function of changing the priority at which the Consistency Check is executed is
available only in the Advanced Mode.

‘/ If you execute Consistency Check to a Logical Drive in a Disk Array, the Consistency Check will
also be done to other Logical Drives in the Disk Array.

L The Consistency Check can be executed only for Logical Drives with [Status] being [Online].
ms The Consistency Check cannot be executed for Logical Drives with RAID Level being RAID 0.

Executing Consistency Check Manually

Consistency Check is executed in Logical Drives. The procedure of starting Consistency Check is described
below.
Step 1 Click the Logical Drive to execute Consistency Check in the Local Navigation.

=] @ B BAD Controller #1 L] MezaRAD SAS S9267-8i

@ B Disk Arrav #1

= @ B Disk Array #2
B[] & LD #2 [Online] RAD 1
- @ E8 PD £25251 [Online] SAS-HDD
.. @ E8 PD £25252 [Online] SAS-HDD




Step 2

Step 3

Step 4
it succeeds.

Click [Run] for [Start Consistency Check (Automatic Stop enabled)] or [Start Consistency Check (Automatic
Stop disabled)] in [Operation] in the Operation Area.

[ Operstion [ bescrpion ||

Ztart Conziztency Check to the
Logical Drive uzing automatic stop

Start Gonsistency function. If Physical Device

gr;pclv;f:ﬁeng;atlc hdedium Error are detected Fiun
frequently, this function will stop
automatically .
Start Conziztency Check to the
Logical Drive without using
Start Consistency automatic stop function.
Chechki futomatic [Warninz] If Physical Device Fun
Stop dizabled) hdedium Error are detected

frequently, access performance of
the Phyzical Device may dezrade.

Start Initialize to the Logical
Drive using Full made. [Warninz]
The all data will be lost on Logical
Start hitialize(Fulll  Drive if the partitions exist on it.
Fleaze make zure there iz no
irportant data before initializing
Lozical Drive.

Ztart Initialize to the Logical
Drive using Guick maode. [Warning]
The all data will be lozt on Lozical
Start hitialize(Guick) Drive if the partitions exist on it. Fn
Pleaze make zure there iz no
important data before initializing
Logical Drive.

The window confirming if you would like to apply will open. Click [OK].

Start Consziztency Checki Automatic Stop enabled) Execution O

Il 04 Il Cancel

The [Start Consistency Check Execution Result] window will open. The following window is an example when

Back

Fi

Marmal

Zerver]

Start Consistency Checkifutomatic Stop enabled) Execution Result

Mormal End
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The following window is an example when it fails. Check the content of the window.

Back
Start Consistency Check{Automatic Stop ensbled) Execution Result

<] Seruerd Failed to start Congistency Check. The invalid operation zpecified. Pleaze
Error —— zzk it which component bas broken.

Step 5 Clicking that Logical Drive during Consistency Check will display the progress of the Consistency Check in
[Property\Setting].

Property/Setting

General

Murrber 2

1] 1

Dizk Array Ihformation 2

RAD Level RALD 1
Sector Format 512
Capacity E0GE
Stripe Size GdkB
Cache Mode (Current) Write Back
Twpe Logical Drive
Status %) Online

Cionzigtency Check I Running (7%) I
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Executing Scheduled Consistency Check for Logical Drive

You can perform scheduled Consistency Check using Remote Batch function.

The scheduled Consistency Check makes it possible to detect failures such as media errors on the RAID
Controller which does not support the Patrol Read function.

For details of Remote Batch, see the online help of NEC ESMPRO Manager.

m—O @ The function can use to RAID Controller(s) which is managed with LSI SMI-S Provider. But it
NPORTANT cannot use to RAID Controller(s) which is managed with HPE WBEM Provider.
For RAID Controller(s) which is managed with HPE WBEM Provider, the task of consistency
check is scheduled, but it will not run.

® Scheduled Consistency Check by Remote Batch performs Consistency Check (Automatic
Stop enabled) to all the Logical Drives.

® Scheduled Consistency Check can be done only when [Remote Batch Setting] has been
enable as user authority

Tasks registered by Remote Batch

You can register the following items for Remote Batch.

Item Description

Select Remote Batch Select the schedule you want to change. To add a schedule, select
"New".
Remote Batch Item Consistency Check of RAID System (All Logical Drives): Start the

Consistency Check (Automatic Stop enabled) of RAID System to all
Logical Drives

Remote Batch Type Set the type of remote batch processing repetition. Specified Date,
Weekly, or Monthly can be selected for "Remote Batch Type".
"Specified Date" performs processing only once at specified date/time.
You can specify the date/time for two month.
"Weekly" performs processing once a week at the same time on a
specified day of the week.
"Monthly" performs processing once a month at the same time on a
specified day of the first week.

Start Date/Time Set the date/time when "Remote Batch Item" is to be executed. If
"Remote Batch Type" is Monthly, select a day of the first week of the
month.

Registering Remote Batch

The procedure to register a Remote Batch is described below.

Step 1 Click the [Schedule] tab.
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[ RAD Svstem hdarn;
hode : Advance

GConstitution Setting Remote Gontrol

mSChedule

2014 Previous Month /7 Mext Month

Date/Time| 0 |12 13 |4 |5/6/7 /89 10

8/1 (Fri)
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Step 2

Step 3

Step 4

Click the date and time you would like to perform the Remote Batch from the calendar.

2014 Previous Morth / Mext Month

81 (Fri)
8/2 (Sat)
8/3 (Sun)

Date/Time | 0[1]2]3]4]5/6,7,8 91011

Display the setting window of Remote Batch. Select [Consistency Check of RAID System (All Logical Drives)]
as [Remote Batch Item]. Also set Remote Batch Type and Start Date/Time and click [Apply].

Select Remote Batch Mew -

ICDnsistenw Check of BAID Swystem (Al Logical Drives) I

Femote Batch Item
Remote Batch Tyvpe

Start Date/ Time

|Speu::ified Date vl
18/21/2014 (Thy) = 00 » : 00 ~ |

Applyl | Delete

The window confirming if you would like to apply will open. Click [OK].

‘Windows Internet Explorer

.f i 4 \'.

Are you sure you want applying?

. -

x|
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Step 5
Batch.

Changing the settings of Remote Batch

After the setting completes, an icon will appear on the column of the date and time to perform Remote

2014 Previous Morth /4 Resxt Month
Date/Time[ 0| 112345617 5|
8/1 (Fri)
8/2 (Sat)
843 (2un)
844 (hion)
8/5 (Tuel
8/5 ('ed)
847 (Thu
848 (Fri)
8/0 (Sat)
2410 (Sun]

The procedure to change the settings of Remote Batch is described below.

Step 1

Click the [Schedule] tab.

root » Serverl » Remote Batch

[ RAD System hian
hMode : Advance

-
Constitution W( Setting 1( Remote Gontrol 1( Schedule

E'E‘Schedule

2014 Previous Month / Mext Maorth

Date/Time 01 23 /4/516]7]8 1910

8s1 (Fri)
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Step 2 Click the icon of the Remote Batch to change the settings on the calendar.

2014 Previous Month / Mext Morth
Date/Time[ 0| 1125|4567 8]
841 (Fri)
8/2 (Sat)
843 (Sun)
844 (o)
8/5 (Tue]
8/8 (Wed)
877 (Thu)
88 (Fri)
8/ (Sat)
2410 (Sun)
8711 {hion)
2412 (Tue)
8713 (ed)
8414 (Thu)
8715 (Fri)
8/16 (Sat)
8417 (Zun)
815 (hon)
8419 (Tue)
8420 (ived)

8/21 (Thu)

Step 3 The setting window appears. Change the time to start and click [Apply].

Zelect Remote Batch
| 8212014 (Thu) 00:00:00 Consistency Check of RAID System (All Logical Drives) Specified Date j

Remote Batch tem | Cansistency Check of RAID Sywstem (All Logical Drives) j
Remote Batch Type I specified Date j
Start Date/ Tirne la21/2014mhy)  zf]o02 =] :J40 =

Apply Deletel Cancell

Step 4 The window confirming if you would like to apply will open. Click [OK].

Windows Internet Explorer x|

| Are you sure you want applying?
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Step 5 After the change completes, an icon will appears on the column of the date and time to perform the Remote

Batch.
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2014 Previous Month / Mext bMonth
Date/Time 011213415167 8]
81 (Fri)
82 (Sat)
8/3 (Sun)
874 (Mar)
B8/5 (Tue)
86 (ied)
84T (Thu)
82 (Fri)
870 (Sat)
8710 (Zun)
2/11 (Mor)
8712 (Tue)
8713 (Wed]
8714 (Thu)
8715 (Fri)
8/16 (Sat)
8717 (Zun)
818 (hor)
8715 (Tue)
8720 (Wed]
8/21 (Thu) 3




Deleting the settings of Remote Batch

The procedure to delete the Remote Batch is described below.

Step 1 Click the [Schedule] tab.

root » Serverl » Remote Batch [ RAD Systern han
Mode © Advance

-
Constitution 1( Setting 1( Remote Gl:lntrl:ll} Schedule

Wchedule

2014 Previous Morth 4 Mest Marth

Date/Time| 0 |12 /3 45 678910

as1 (Fri)

Step 2 Click the icon of the Remote Batch to change the settings on the calendar.

2014 Previous Month / Mesxt bonth
Date/Timel 011213415617 8]
8/1 (Fri)
8/2 (Sat)
8/3 (Sun)
8/4 (hon)
8/5 (Tue)
8/6 (Wed)
8/7 (Thu)
8/8 (Fri)
8/9 (Sat)
8410 (Sun)
8411 thior)
8412 (Tue)
8413 (Wed)
8/14 (Thu)
8415 (Fri)
8/16 (Zat)
8417 (Sun)
8418 (hion)
8419 (Tue)
8420 (Wed)
2421 (Thu) 5]

Step 3 The setting window appears. Change the time to start and click [Delete]

Select Remote Batch
I 8/21/2014 (Thu) 00:00:00 Consistency Check of RAID System (All Logical Drives) Specified Date j

Remote Batch Item | Consistency Check of RAID System (All Logical Drives) j
Rermote Batch Type I specified Date j
Start Date/Time |a21/204mhuy =] oz =] :[40 =]

Ay Cancel
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Step 4 The window confirming if you would like to delete will open. Click [OK].

Windows Internet Exple x|

.'-’.. ..\'.
l_e_l Deletion OK?
k. *

I QK I Cancel

Step 5 After the deletion completes, you can see the icon has been deleted on the column of the date and time to

perform the Remote Batch.
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2014 Previous Month # Mext Month
Dote/Time[ 011234567 8]
8/1 (Fri)
8/2 (Sat)
8/3 (2un)
8/4 (hion)
8/5 (Tuel
8/5 (Wed)
877 (Thu)
2/8 (Fri)
8/9 (Sat)
8710 (Sun)
8711 (hon)
8712 (Tue)
2/13 (ed)
8/14 (Thu)
8/15 (Fri)
8/16 (Sat)
8717 (Zun)
8718 (hon)
8719 (Tue)
8720 (Wed)

8/21 (Thu) I_I




Stopping Consistency Check

You can stop Consistency Check being executed on the way. The procedure of stopping Consistency Check is

described below.

Step 1

Step 2

Click the Logical Drive for which you would like to stop Consistency Check in the Local Navigation.

= % W RAD Controller #1 LS MezaRATD SAS S267-8i

% B Digk Array #1
= % B Disk Array #2

Click [Run] for [Stop Consistency Check] in [Operation] in the Operation Area. The item “Stop Consistency

Check” appears only when Consistency Check is running.

| Operation | Description | |
Stop Consistency Stop Conzistency Check on the Run
Check Logical Drive.

Step 3 The window confirming if you would like to stop Consistency Check will open. Click [OK]

Windows Internet Explorer |

:l Stop Consistency Check Execution OK?

(]9 I Cancel

Step 4 The [Stop Consistency Check Execution Result] window will appear. Click [OK]

[ul

ack

Stop Congistency Check Execution Result

(5] pormal Serverl Marmal End

If [Stop Consistency Check] fails, confirm [Contents] for the error.

=

Bac

=top Conziztency Check Execution Result

& communication failure with
<] Error oerver] the WEBEM zervice of the

zerver has occurred.
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Setting Consistency Check Priority

You can set the priority at which Consistency Check is executed in the server. The procedure of setting the
Consistency Check Priority is described below.

‘25, The Consistency Check Priority is common between [Consistency Check (Automatic Stop

enabled)] and [Consistency Check (Automatic Stop disabled)].

Step 1

Click the Logical Drive for which you would like to stop Consistency Check in the Local Navigation.

=] CI =* RAID Controller #1 LSI MegaRAID SAS 9267-8i

% B Digk Array 1
2 & B Disk Array #2

Step 2 Click [Edit] in [Priority/Setting] in the Local Navigation.

Property/Setting

e [ e

General

Murnber

I

WVendor

hodel

Firmware Yersion
Cache Size

Fremium Feature

Option
Rebuild Priority

Cionsistency Check
Priority

Fatrol Read
FPatrol Read Priority
Buzzer Zetting

HOD Power Saving(Hot
Spare)

Device Standby Time

2
1

Avago

L=1 MegaRALD SAS 92860 -8
2.230.115-3241

102401

CacheCade

L
Lo

Enable
L

Dizable
Enable

30 minutes

| Edit
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Step 3 The [Setting] window will appear. Change the value of the Consistency Check Priority to High, Middle, or Low.

Click [Apply].

Rebuild Priority Lo -
i izt Check ;

onsistency Chec High -
Priority
Patrol Read Enahle -
Fatrol Read Priority Lo -
Buzzer Setting Disahle -
HOD Power Saving{Hot

Enahle -

Spare)
Device Standby Time 30 minutes -

I AEEIE I Cancel

Step 4 . The window confirming if you would like to apply will appear. Click [OK]

Windows Internet Explorer x|

:l Are you sure you want applying?

cancel_|
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Step 5 After changing the Consistency Check Priority is finished successfully, you can see the value of [Consistency
Check Priority] in [Priority/Setting] has been changed to the value you set.

Property/Setting
e [ e

General

Murnber 2

I

YWerndor Ayazo

kAodel LEI MegaRAD SAZ 9286CW-Be
Firrnware Yerzion 3.230115-3241
Cache Size 1.024ME
FPremium Feature CacheCade
Option

Febuild Priority Lo
gﬁzfiif;ency Check High

Fatrol Read Enzble

Fatrol Fead Priority Lo

Buzzer Setting Dizable
HOD Power Saving(Hot

Enable
Spare)

Device Standby Time 30 minutes

If the change of Consistency Check Priority fails, confirm the notification displayed on the upper area of the screen. The
following image is an example when the change fails.

A communication failure with the WBEM service of the server
has occurred.
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Initializing Logical Drive

Use the “Initialize” function when you want to erase the data saved in a Logical Drive.
Initialize has two modes listed in the table below.

Mode Description

Full Writes Os into the entire area of a Logical Drive to erase the data fully.

Quick Writes Os into some blocks in a Logical Drive. Only erases OS installation and partition
management information. Initialize of the mode is completed earlier than that of the full mode.
However, because Os are not written into the remaining area, data consistency is not held in the
Logical Drive.

w-O e nitialize is available only in the Advanced Mode.

INPORTANT
® You can initialize Logical Drive with partitions.

® Before initializing Logical Drive, check if the Logical Drive contains required data.
Initializing a Logical Drive causes all the data saved in the Logical Drive to be lost.

The Consistency Check of a Logical Drive initialized in the quick mode causes a data
inconsistency error to occur due to no data consistency.

‘L, Initialize cannot be executed for any Logijcal Drive with [Status] being [Online].

Executing Initialize
Initialize should be executed in Logical Drives. The procedure of executing Initialize is described below.

Step 1 Click a Logical Drive to initialize on the Local Navigation.

= & M RAD Controller #1 LS MezaRAD SAS 00678

¥ B Disk Arrav #1
= % B Disk Array #2

E % LD #2 [Online] RAID 1

(@ 6§ PD 25251 [Online] SAS-HDD




Step 2

replace [Start Initialize (Full)] to [Start Initialize (Quick)].

Step 3

Click [Run] for [Start Initialize (Full)] or [Start Initialize (Quick)] in [Operation] in the Operation Area.
The following description is for when you select [Start Initialize (Full)]. For the procedure for [Start Initialize (Quick)],

Start Conziztency
Check{Automatic
Stop enabled)

Start Conziztency
Check{Automatic
Stop dizabled)

Start hitializelFull)

Start hitialize{Guick) Drive if the partitions exist on it.

Start Consistency Check to the
Logical Drive uzing automatic stop
function. If Phvsical Device
Medium Error are detected
frequently, this function will stop
autormatically.

Start Consistency Check to the
Logical Drive without using
automatic stop function.
[Warninz] If Phyeical Device
htediurm Error are detected
frequently, access performance of
the Phyzical Device may dezrade.

Start Initialize to the Logical
Drive using Full mode. [Warning]

The all data will be ozt on Logica] pe—

Drive if the partitions exist on it.

[ Operotion | beseription |

Fun

Fun

Fun

Fleaze make sure there iz no
important data befare initializing
Logical Drive.

Start Ihitialize to the Logical
Drive using Guick mods. [Warning]
The all data will be lost on Lozical

Fleaze make zure there iz no
important data before initializing
Logical Drive.

The window confirming if you would like to initialize the Logical Drive. Click [OK].
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| Start Initialize(Full) Execution OK?
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Step 4 The [Start Initialize (Full) Execution Result] window will appear. The following image is an example when

Initialize is finished successfully.

b

Bac

Start InitializelFull) Execution Result

(5] pormal Serverl Marmal End

The following image is an example when Initialize fails. Check the Contents on the window.

[nnl

ack

Start Ihitialize{Full) Execution Result

@ Error  Serverd Failed to start hitialization.
Step 5 Click the Logical Drive being initialized in the Local Navigation. You can see the Initialize is running in
[Property/Setting].
General
Murnber 2
I} 1
Dizgk Array Information 2
RAD Level RAD 1
Sector Format E1Z2
Capacity EOGE
Stripe Size G4k B
Cache Mode (Current) Write Back
Tvpe Logizal Drive
Status (%) Online
Initialize Running {19%]

"'i The progress of Initialize will be displayed after starting Initialize (Full).

TIPS
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Stopping Initialize

You can stop Initialize being executed on the way. The procedure of stopping Initialize is described below.

Step 1 Click the Logical Drive to stop initialization on the Local View.

B % W RAD Controller #1 LS MegaRAD SAS 02678

¥ B Disk Array #1
= % B Disk Array #2

| 3 LD #2 [Online] RAID 1

- 5§ PD e252:1 [Online] SAZ-HOD

Step 2 Click [Run] for [Stop Initialize] in [Operation] in the Operation Area. [Stop Initialize] will appear when [Start

Initialize (Full)] is being done.

~ Operstion | Desorption ||

Stop hitialize Stop Ihitialize on the Logical Drive. Run

Step 3 The window confirming if you would like to stop initialization. Click [OK].

Windows Internet Explorer |

| Stop Initialize Execution OK?

I Ok I Cancel

Step 4 The [Stop Initialize Execution Result] window will appear. The following image is an example when stopping

initialization is finished successfully.

The following image is an example when stop initialization fails. Check the Contents on the window.

Back
Stop Initialize Execution Result

(8 pormal Serverl Marmmal End

Back
Stop Initialize Execution Result

& communication failure with the
i Error oerver]l WEBEN zervice of the server has
ocourred.
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Changing Cache Mode of Logical Drive

You can change the cache mode of Logical Drive.
The range of change differs depending on the type of the RAID Controller.

m—O The setting of the cache mode of Logical Drive influences the performance of server. Please
change carefully.

Setting cache mode

The procedure of setting cache mode of Logical Drive is described below.

O Changing cache mode is available only in the Advanced Mode.
INPORTANT

Step 1 Click the Logical Drive to change the cache mode on the Logical Navigation.

B & W RAD Controller #1 | 51 MezaRAD SAS S267-0

¥ B Disk Array #1
2 & B Digk Array #2
®v] & LD #2 [Online] RAID 1

Step 2 Click [Edit] in [Property/Setting] on the Operation Area.

Property/Setting

General

furrber 2

o 1

Digk Arrav Information 2

RAD Level RAD 1
Sector Forrmat E12
Capacity 135GE
Stripe Size ZREKE
Cache Mode (Current)  Write Back
Twpe Logical Drive
Status # Online
Option

Cache Mode (Setting)  Write Back

| Eait |
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Step 3 The [Setting] window will appear. Change the value of [Cache mode (Setting)] to Auto, Write Back or Write
Through. Click [Apply].

e | Vawe

Cache Mode (Setting) “ Write Through *“
I Appl | Cancel |

Step 4 The window confirming if you would like to apply will appear. Click [OK].

Windows Internet Explorer x|

:l Are you sure you want applying?

I K, I Cancel

Step 5 After the change of the cache mode is finished successfully, the value of [Cache Mode (Setting)] in
[Property/Setting] becomes that you have set.

Property/Setting
e [ Ve

General

Murnber 2

ji] 1

Dizk Arrav Information 2

RAD Level RAD 1

Sector Format E1z2

Capacity 136EE

Stripe Size #RakE

Cache hode (Current)  Write Through

Twpe Lozical Drive

Status ¥ Cnline

Option

Cache hiode (Setting) Wrﬂ‘umugh
Edit

Step 6

If the change of the cache mode fails, check the content displayed in the upper area of the screen. The following image
is an example when the change fails.

A communication failure with the WBEM service of the server
has occurred.
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Rebuilding Physical Device

Rebuild means incorporation of a new Physical Device to a Logical Drive after a Physical Device is replaced with the new
one due to occurrence of an event such as a failure. In general, the Rebuild is automatically started by a function of the
RAID Controller called standby rebuild or hot-swap rebuild. Accordingly, manual Rebuild is not required so often. If
required, use NEC ESMPRO Manager.

LY Rebuild can be executed if [Status] of a Physical Device is set to [Failed] and [Status] of the
9 Logical Drive using the Physical Device is set to [Degraded].

The Physical Device either which detects S.M.A.R.T. error or whose SSD Endurance
Remaining is “Running out (20-11%)”, “Need to replace (10% or less)” cannot start Rebuild
from NEC ESMPRO Manager.

Executing Rebuild

Rebuild is executed for a Physical Device. The procedure of executing Rebuild is described below.

w© Manual Rebuild is available only in the Advanced Mode.
INPORTANT

Step 1 Click the Physical Device to rebuild on the Local Navigation.

=] M FAD Contraller #1 LEI MezaRAD SAS S267-8i

¥ B Dizk Array #1
= B Disk Array #2
-1y B LD #2 [Desraded] RAD 1

Step 2 Click [Run] for [Start Rebuild] in [Operation] in the Operation Area.

| Operation [ Description |

Start Rebuild to the Phyzical

. R
Device.

Start Rebuild
Make the Phyzical Device online.
[Warning] If this Physical Device

hdalke Online iz the member of Logical Drives,  Run
the conziztency of Logical
Drives will be lost.

Turn on the DISE lamp on the
Locate O computer or enclosure in which  Run
the Phyvzical Device is installed.

Turn off the DISK lammp on the
Locate OFF cormputer o enclosure in which  Run
the Phyzical Device iz installed.
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Step 3

Step 4

The window confirming if you would like to start rebuilding. Click [OK].

Windows Internet Explorer x|

3

Start Rebuild Execution OK?

~ -

The [Start Rebuild Execution Result] window will appear.

The following image is an example when the rebuilding is finished successfully.

Back

Start Rebuild Execution Result

(8 pormal Serverl Marmmal End

If starting rebuilding fails, check the Contents of the window.

Back

Start Rebuild Execution Result

A communication failure with the
2 Error oerverl WEBElM zervice of the zerver haz
ooourred,
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Step 5

[Rebuild] will appear in [Property] during rebuilding.

General

Enclosure 252
Enclozure Position Internal

Zlot 1

1] =]

Device Type HOD
Interface SAS
WendorModel SEAGATE ST300RROOOE
Firrmware Yersion MOOE

Serial Mumber SO GEZ
Sector Format 512

Capacity 2racE
Status % Rebuilding
SMART. Mormal
Febuild Furning (21%)
Power Status oy

The status of the Physical Device being rebuilding will become “Rebuilding”

2 /8 W RAD Controller #1 LE] MegaRAD SAS 2678

@ B Disk Array #1
= 4 B Disk Array #2
- 0 LD #2 [Degraded] RAD 1

2] = PD e252s1 [Rebuildinzg] SAS-HDD
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Stopping Rebuild

You can stop Rebuild being executed on the way. The procedure of stopping Rebuild is described below.

m~O The function of stopping Rebuild is available only in the Advanced Mode.
[NPORTANT,

‘L7, Some types of RAID Controller do not support stopping rebuild. If it does not support this
F ﬁ,,s function, the stop button of the Operation Area of NEC ESMPRO Manager does not become
enabled.

Step 1 Click the Physical Device to stop rebuilding.

2 8 B EAD Controller #1 LE] MezaRAD SAS G267-0

¥ B Disk Array #1
B 4 B Disk Array #2
-4y [0 LD #2 [Desraded] RAD 1
1] = PD 25251 [Rebuilding] SAS—HDD

----- @ 58 PD 225222 [Online] SAS-HOD

Step 2 Click [Run] for [Stop Rebuild] in Operation in the Operation Area. [Stop Rebuild] appears during rebuilding.

— operstion | Desoription ||

Stop Rebuild gtc\p Rebuild on the Physical
evice.

Turn on the DIEE lamp on the
Locate O computer or enclosure in which the  Run |
Fhyzical Device iz installed.

Turn off the DIZK lamp on the
Locate OFF computer ar enclosure in which the  Run |
Fhyzical Device iz installed.

L

Step 3 The window confirming if you would like to stop rebuilding. Click [OK].

Windows Internet Explore ﬂ

| Stop Rebuild Execution OK?

|I QK Cancel
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Step 4

The [Stop Rebuild Execution Result] window will appear.

The following image is an example when stopping rebuilding is finished successfully.

Back
=top Rebuild Execution Result

(8 Mormal Serverl Mormmal End

If starting rebuilding fails, check the Contents of the window.

Bacl

=top Rebuild Execution Result

& communication failure with the
i Error Serwerl WEEK zervice of the server haz
occUrred.
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Setting Rebuild Priority

You can set the priority at which Rebuild is executed in the server. The procedure of setting the Rebuild Priority

is described below.

O Setting Rebuild Priority is available only in the Advanced Mode.

[MPORTANT

Step 1

Step 2

Click the RAID Controller to set the Rebuild Priority on the Local Navigation.

B @Constitution Information

E B8 RAD Systern

(%) B9 BAD System Information

............ B RALD Loz

&[] -* RADD Controller #1 LSI MezaRAID SAS 0267-8i

Click [Edit] in [Property/Setting] in the Operation Area.

General

Murrber

D

Wendar

hAodel

Firrmware Wersion
Cache Size

Premium Feature

Option
Rebuild Priority

Congigtency Check
Priority

Patrol Read
Patrol Read Priority
Buzzer Zetting

HDD Power Savineg(Hot
Spare)

Property/Setting

2

1

Ayago

LET MegaRAD SAZ D286CY -3
32301153241

1,0240B

CacheCade

Lo

hiddle

Erahble
Lo
Dizable

Dizable

Edit
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Step 3 In [Setting], change the value of [Rebuild Priority] to High, Middle, or Low. Click [Apply].

I T 7 S
Rebuild Priority IMiddle - I

Conzistency Check

Priority Midldle 7
Patrol Read Enahle A
Patrol Read Priority Lo -
Buzzer Setting Dizahble -
HDD Power Savine(Hot .

Disable -
Spare)

I [Apply] [ICann:eI]

Step 4 The window confirming if you would like to apply. Click [OK].

Windows Internet Explorer x|

:l Are you sure you want applying?

QK Cancel
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After the change of the Rebuild Priority is finished successfully, the value of Rebuild Priority in [Property/Setting] will

become that you have set.

Property/Setting
— en [ v

General

Murrber 2

D 1

Wendor Avago

hdodel LET MegaRAD SAS S2B65Y-8e
Firrrware Wersion 3230.115-3241

Cache Size 1.024ME

Premium Feature CacheCade

Option

Rebuild Priority hdiddle

Cionzigtency Check

Priority Micidl=
Patrol Read Enable
Patrol Read Priority L
Buzzer Setting Dizable
HOD Power Saving(Hot )

Disable
Spare)

If the change of Rebuild Priority fails, check the content displayed in the upper area of the screen. The following image is

an example when the change fails

A communication failure with the WBEM service of the server
has occurred.
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Reducing the power consumption of the
Physical Device

The HDD Power Saving is the function to spin down the Physical Device that is not in use. The HDD Power Saving
reduces the power consumption of the System by spinning down the Physical Device.

Set the Power Saving in each RAID Controllers.
You can see which type of the Physical Device is available for the HDD Power Saving function in the table below.

Device Type

Status
Ready Online Hot spare
Hard disk Drive (HDD) N/A N/A v/
Solid State Drive (SSD) N/A N/A N/A

wO The settings for HDD Power Saving are available only in the Advanced Mode.
INPORTANT

Setting Power Saving Device

The procedure of setting the Power Saving Devices for each RAID Controller is described below.
The Physical Device that can see the HDD Power Saving function is the Hard Disk Drive of which the status is

Hot Spare.
‘L7, Some types of RAID Controller do not support this function. If it does not support this
s function, the items do not appear in Web GUI.
Step 1

Click the RAID Controller to set the HDD Power Saving (HotSpare) on the Local Navigation.

I:I 2 RAID Controller #1 LSI MezaRAID SAS 9267-8i

& B Disk Array #1
& B Disk Array #2
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Step 2 Click [Edit] in [Property].

General

Murmber

D

Werndor

hAode|

Firrmware Wersion
Cache Size

Premium Feature

Option
Rebuild Priority

Cionzigtency Check
Priority

Fatrol Read
Patrol Read Priority
Buzzer Setting

HOD Power Savineg(Hot
Spare)

Property/Setting
I S I 7

Avago

LET MegaRAD SAZ D2E6CY-3e
32301153241

1.024nB

CacheCade

hAiddle
Low

Dizable
High
Dizable

Dizable

Edit

Step 3 Set the value for [HDD Power Saving (HotSpare)] in [Setting] and click [Apply].

I TN I S

Rebuild Priority kAiddle -
Conzigtency Check

L Loy -
Priority
Patrol Read Disable v
Patral Read Priority High -
Buzzer Setting Disahkle i
HOD Power Savineg{Hot

Enahle -
Spare)
Apply Cancel]

Step 4 The window confirming if you would like to apply. Click [OK].

Windows Internet Explorer x|

| Are you sure you want applying?

Ok Cancel
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Step 5

(HotSpare) in [Property/Setting] will become that you have set.

Step 6

After the change of the Device Standby Time is finished successfully, the value of HDD Power Saving

General

Murnber

o

Wendor

hiode|

Firrmware Wersion
Cache Size

Premium Feature

Option
Rebuild Priority

Cionzigtency Check
Priority

Patrol Read
Patrol Read Priority
Buzzer Setting

HOD Power Saving{Hot
Spare)

Device Standby Time

Property/Setting
e [ e

2

1

Ayazo

LEI MegaRAD SAS 92B6CY-Be
3.230.115-3241

1.024h1E

CacheCade

hiddle
Lo

Dizable
High
Dizable

Erable

30 minutes

screen. The following image is an example when the change fails.

If the change of the HDD Power Saving (HotSpare) fails, check the content displayed in the upper area of the

A communication failure with the WBEM service of the server
has occurred.

Setting Device Standby Time

Set the time of transitioning to Power Saving the Physical Device which is not in use.
You can select the time of transitioning from 30 minutes, 1 hour, 2 hours, 4 hours, and 8 hours.
The procedure of setting the Power Saving Devices for each RAID Controller is described below.

\&~-  IfHDD Power Saving is "disable", items [Device Standby Time] on the [Options] tab do not
=g appear in Web GUI.

Step 1 Click the RAID Controller to set the Device Standby Time on the Local Navigation.

* RAID Controller #1 MR9362-8i 2GBE

.- (%) {@ Flash Backup Unit [Marmal]

¥ B Disk Array #1
% B Disk Array #2
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Step 2 Click [Edit] in [Property].

Property/Setting

General

Murmbeer

I

Wendor

Mode|

Firrmware Version

Cache Size

Option
Rebuild Priority

Conzistency Check
Priority

Patrol Read
Patrol Read Priority
Buzzer Setting

HOD Power Savineg(Hot
Spare)

Device Ztandby Time

1

0

Ayago
hMRS362-81 2GE
4 220 7 F0-34590
20480

[Walt)
Lo

Dizable
hdiddle
Dizable

Enable

20 minutes

Step 3 Set the value for [Device Standby Time] in [Setting] and click [Apply].
[ e [ Ve
Rebuild Priority L -
Conzistency Check
Priori Loy -

riority
FPatrol Read Disahle -
Patrol Read Priority kiddle -
Buzzer Setting Disahble -
HDD Power Savine(Hot
Enahle -
Spare)
Devwice Standby Time I 4 hours vI
Apply ’ Cann:el]
Step 4 The window confirming if you would like to apply. Click [OK].

Windows Internet Explorer x|

| Are you sure you want applying?

I QK I Cancel

85



Step 5
[Property/Setting] will become that you have set.

If the change of the Device Standby Time fails, check the content displayed in the upper area of the screen. The

following image is an example when the change fails.

After the change of the Device Standby Time is finished successfully, the value of Device Standby Time in

Property/Setting

General

Murnber 1

1] 0

YWendar Lwago

kAodel MRO3E2-81 2GE
Firrmware Yersion 4. 220.770-3490
Cache Size 2,048MB
Option

Rebuild Priority Lo
Conziztency Check

Priority L=

Patrol Read Dizable

Patrol Read Priority hdiddle

Buzzer Setting Dizable

HOD Fower SavingiHot

Spare) Enable

Device Standby Time 4 hours

A communication failure with the WBEM szervice of the server

has occurred.
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Identifying Location of Physical Device

You can identify the location of Physical Devices by turning on (or blinking, depending on the type of the
computer you are using) the DISK lamp of the computer or enclosure.

[MPORTANT

m-O NECESMPRO Manager does not support the indication of the status (ON or OFF) of DISK

lamp. Therefore, you can't recognize the location of the Physical Device when you turn ON the
lamp of two or more Physical Devices at same time. You should turn ON the lamp of Physical
Device one by one. It is convenient when you put down the number of the Physical Device
which turned on a DISK lamp because you can confirm the number of the Physical Device

when turn off the DISK lamp.

Procedure of Checking Location of Physical Device

Locate is executed for a Physical Device. The locate procedure is described below.

Step 1

Step 2

Click the Physical Device to identify the location in the Local Navigation.

B % B EAD Controller #1 LSI MezaRAD SAS 92670

¥ B Disk Array #1
B & B Dik &rray #2
@ B LD #2 [Online] RAD 1

.- (%) 6§ PD 225251 [Online] SAS-HDD

E-] = PD e252s? [Online] SAS-HDD

Click [Run] for [Locate ON] or [Locate OFF] in [Operation] in the Operation Area.

| Operation | Description | |

hake the Physical Device
offline. [Warninz] If this

. Fhyzical Device iz the member

Make Offline of Logical Drives, the
redundancy of Logical Drives
will be lost.
Turn on the DISE [amp on the
compLUter or enclosure in

Locate ON which the Physical Device iz
installed.
Turn off the DIZK lamp on the
complUter or enclosure in

Locate OFF which the Physical Device is R

inztalled.

87




Step 3 The window confirming if you would like to perform [Locate ON] or [Locate OFF] will appear.

Windows Internet Explorer x|

—
o 3

Locate OM Execution OK?

- -

[oc ] e |
Step 4 The [Locate ON Execution Result] window will appear.

The following image is an example when [Locate ON] or [Locate OFF] is finished successfully.

Back
Locate OM Execution Result

[ parmal Serverl Mormal End

The following image is an example when [Locate ON] fails. Check the Contents in the window.

Back

Locate 0N Execution Result

& communication failure
2 Errar oeruer] with the WEBEM service of
the server haz occurred.
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Changing Status of Physical Device Forcibly

The function of changing status of a Physical Device forcibly can be used when you want to change the Status of a
Physical Device to Online or Failed forcibly for a maintenance job or another. The function may not be used in normal

operation.

mw~O @ The function of changing the status of a Physical Device forcibly is available only in the
NPORTANT Advanced Mode.

® The system may not start if you forcibly change the status of the Physical Device used for
the system drive. Do not change the status of the Physical Device used for the system
drive forcibly.

LY The function of changing the status of a Physical Device forcibly may not be able to change
e the status to the desired one depending on the status of the Physical Device (such as a
severe failure).

To Online Forcibly

To set the Status of a Physical Device to Online forcibly, use Make Online. The procedure of executing Make
Online is described below.

wO The consistency of Logical Drive will be lost if you forcibly change the status of the Physical
I Device used for the Logical Drive.

Step 1 Click the Physical Device of which the status is “Failed”.
E €9 M BAD Controller #1 | ST MezaRAD SAS 0670

% B Disk Array #1
= B Disk Array #2

ey B LD #2 [Desraded] RAD 1
(0 68 PD e252:1 [Online] SAS-HDD

!I = PD e?62<? [Failed] SAS-HDD
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Step 2

Step 3

Step 4

The following image is an example when it

Click [Run] for [Make Online] in [Operation] in the Operation Area.

Start Rebuild

hake Online

Locate Ok

Locate OFF

Start Rebuild to the Phvszical
Device.

hdake the Phyzical Device
online. [Warning] I this
Phyzical Device iz the
member of Logical Drives,
the conzistency of Logical
Drives will be lost.

Turn on the DIEE. lamp on
the computer or enclozure in
which the Phyzical Device iz
itiztalled.

Turn off the DIZK lamp on
the computer or enclozure in
which the Phyzical Device is
inztalled.

]
Run

Fun

Run
Run

The window confirming if you would like to make the Physical Device Online will appear. Click [OK].

Windows Internet Explorer

:l Make Online Execution OK?

|

Ok Cancel

If Make Offline is finished successfully, the [Make Online Execution Result] window will appear.

Back

& Error

hake Online Execution Result

Server]

& communication failure
with the WBEM zervice
of the server haz
ocourred,

fails. Check the Contents of the window.

Back

hake Online Execution Result

(£ porrmal Serverl

farmal End
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Step 5

To Failed Forcibly

The status of the Physical Device becomes Online from Failed.

= & mW EAD Controller #1 LET MesaRAD SAS 02678

¥ B Digk Array 1
=2 % E Disk Array #2
@ B LD #2 [Online] RAD 1

- @) B§ PD 252:1 [Online] SAS-HOD
= PD e252s2 [Online] SAS-HDD

To set the Status of a Physical Device to Failed forcibly, use Make Offline. The procedure of executing Make

Offline is described below.

mw—O The redundancy of Logical Drive will be lost if you forcibly change the status of the Physical

LIGIN  Device used for the Logical Drive.

Step 1

Click the Physical Device of which the status is Online in the Local Navigation.

B & W READ Controller #1 LS1 MegaRAD SAS 82673

@ B Disk Arrav #1
B @ B Disk Array #2
(@ B LD #2 [Online] RAD 1

.- (%) 68 PD 25251 [Online] SAS-HDD

4] = PD e252s2 [Online] SAS-HDD

Step 2

Click [Run] for [Make Offline] in [Operation] in the Operation Area.

[ Operation | Desoription ||

hfake the Physical Device
offline. [Warning] If this
Physical Device is the

hake Offline i i Run

member of Logical Drives,

the redundancy of Lozical

Drives will be lost.

Turn on the DISE lamp on

the computer or enclozsure in
Loeatz O which the Physical Device is M

installed.

Turn off the DIZK lamp on

the computer or enclosure ik
Locate OFF which the Phyzical Device iz M

inztalled.
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Step 3

Step 4

The window confirming if you would like to make the Physical Device offline. Click [OK].

Windows Internet Explorer x|

| Make Offline Execution OK?

Ii 0] 4 “ Cancel

The [Make Offline Execution Result] window will appear.

The following image is an example when Make Offline is finished successfully.

Back

hake Offline Execution Result

(5 Mormal Serverl Marmal End

The following image is an example when Make Offline fails. Check the Contents of the window.

Step 5

Baclk

hdake Offline Execution Result

& communication failure
with the WBEM zervice
of the zerver has
occUrred.

@ Error Serverl

After Make Offline is finished successfully, the status of the Physical Device becomes Failed from Online.

= €3 M RAD Controller #1 LS MezaRAD SAS 92678

¥ B Dizk Array #1
=2 a B Disk Array #2
-4y [0 LD #2 [Decraded] RAD 1

----- @ 58 PD 225221 [Online] SAS-HOD

2[x] = PD e252s2 [Failed] SAS-HDD
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Refreshing the battery of the RAID Controller

The Refresh Battery is a function to refresh the battery connected to the RAID Controller. The function restores the
battery degraded due to charge and discharge.

NEC ESMPRO Manager provides the function to manually execute the battery refreshing. The function can be done for
each RAID Controller.
You can use a Windows task scheduler to do a regular battery refreshing.

Ay

. Some types of RAID Controller do not support Battery Refreshing.
TIPS

Executing Refresh Battery Manually

The procedure of executing the battery refreshing is described below.

O The battery refreshing in manual is available only in the Advanced Mode.
INPORTANT

Step 1 Click the battery to refresh battery in the Local Navigation.

B & W RAD Controller #1 LS MeeaRAD SAS G257-0i

® V] = Battery [Normall

Step 2 Click [Run] for [Refresh Battery] in [Operation] in the Operation Area.

|__Operation | Description | |

Refresh Battery Start Refresh the Battery. FLin

Step 3 The window confirming if you would like to refresh the battery. Click [OK].

Windows Internet Explorer x|

:l Refresh Battery Execution QK2

QK Cancel
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Step 4 The [Refresh Battery Execution Result] window will appear.
The following image is an example when [Refresh Battery] is done successfully.

Back
Refrezh Battery Execution Result

(8] Mormal Serverl Marmal End

The following image is an example when [Refresh Battery] fails. Check the Contents of the window.

Back

Refrezh Battery Execution Result

Failed to start Refresh
the Batterv. The
operation iz not able to
execute. Pleaze execute
LX) Error =erver] ohce again after
executing rescan. Pleaze
azk it which component
has broken when the
problem iz not resolved.
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Making and Removing Hot Spare

The chapter describes the procedure to make or remove hot spare in NEC ESMPRO Manager.

Making Hot Spare

NEC ESMPRO Manager can make a Hot Spare to be replaced with a Physical Device in which a failure occurs.
Hot spares can have the following two modes.

Mode Description

Global (Hot Spare) Available as a Hot Spare of every Disk Array for a single RAID Controller.
Dedicated (Hot Spare) Available as a Hot Spare of a specific Disk Array for a single RAID Controller.

In either mode, note the following to have a Hot Spare operate normally.

B The Physical Device used for rebuild should have the same the same capacity, rotation speed, and other
specification as the defected Physical Device.

The Physical Devices with the different size must be used as Dedicated Hot Spare..
A Physical Device in which a S.M.A.R.T. error is detected cannot be used as a Hot Spare.

The Physical Device whose SSD Endurance Remaining is “Running out (20-11%)”, “Need to replace (10% or
less)” cannot be used as a Hot Spare.

mw~O The maximum number of Hot Spares that can be created depends on the RAID Controllers.
LN - See the user’s guide of the RAID Controller you are using.



About Global Hot Spare

Global Hot Spare is a Hot Spare for all the Disk Arrays under a single RAID Controller.

Ex.1 : If you make the Global Hot Spare on the RAID Controller which has Disk Arrays #1 and #2, the Global Hot
Spare is a Hot Spare of Disk Arrays #1 and #2.

I I Global Hot
#1 #2 Spare

Figure 3 Global Hot Spare 1

Ex.2 : If you create the Disk Array #3 on the RAID System of Ex.1, the Global Hot Spare is a Hot Spare for the
Disk Array #3 too.

= S R I
: .

I Disk Array  Disk Array Disk Array Global Hot
#1 #2 #3 J Spare

Figure 4 Global Hot Spare 2
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About Dedicated Hot Spare

Dedicated Hot Spare is a Hot Spare for the specified Disk Arrays under a single RAID Controller. The Dedicated
Hot Spare has the following features:

W Dedicated Hot Spare is a Hot Spare for specified Disk Arrays.
B One or more Dedicated Hot Spare can be a Hot Spare for one or more Disk Arrays.

® Dedicated Hot Spares cannot be created in a Disk Array containing Logical Drives with the
RAID Level being RAID O.

® Dedicated Hot Spares cannot be created in a Disk Array which does not have any Logical
Drive.

® Dedicated Hot Spare can be created by a Physical Device as which a Physical Device of
the same Interface Type, Device Type, and Sector Format to create the Disk Array.

Ex 1 : You make the Dedicated Hot Spare on the RAID Controller which has Disk Arrays #1 and #2. If you specify
only the Disk Array #1 as the target Disk Array, the Dedicated Hot Spare is a Hot Spare of Disk Array #1.

T )

|

I |

I Disk Array | Disk Array Dedicated
#1 J #2 Hot Spare

| -~

Figure 5 Dedicated Hot Spare 1

Ex 2 : In case of the RAID System in Ex1, you can add more Dedicated Hot Spare . If you add the Dedicated Hot
Spare #2 to the Disk Array #1, the both Dedicated Hot Spare are the Hot Spare for the Disk Array #1.

| I I |
|

| Disk Aray | Disk Array Dedicated ~ Dedicated |

__#l_y #2 | _ Hot Spare #1 Hot Spare #2_ )

Figure 6 Dedicated Hot Spare 2
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Creating Global Hot Spare

The procedure of making a Global Hot Spare is described below.

Step 1

Step 2

Step 3

Click the Physical Device to make a Global Hot Spare in the Local Navigation.

B ¥ W EAD Controller #1 LS MezaRATD SAS 0267-8)

% B Disk Array #1
B &% B Disk Array #2

1 I] = PD e252:4 [Ready] SAS—HDD

Click [Run] for [Make Global Hot Spare] in [Operation] in the Operation Area.

[ Overation | Desoriotion ||

hfake Global Hot
Spare

hake the Phvsical Device az
Global Hot Spare.

hake the Phvsical Device az
Dedicated Hot Spare with

hdake Dedicated Fun

it SEre zpecified Dizk Arraw.

Turn on the DISE lamp on

the computer or enclosure in
Locate ON which the Physical Device iz M

ingtalled.

Turn off the DIZE. lamp on

the computer or enclosure in
Loesiz DFE which the Physical Device is M

inztalled.

The window confirming if you would like to make a global hot spare will appear. Click [OK].

Windows Internet Explorer

:l Make Global Hot Spare Execution CK?

—

Cancel
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Step 4 The [Make Global Hot Spare Execution Result] window will appear.
The following image is an example when making hot spare is done successfully.

Back

hdalke Gilobal Hot Spare Execution Result

(8 pormal Serverl Mormal End

The following image is an example when it fails. Check the Contents of the window.

hdake Gilobal Hot Spare Execution Result

A communication failure
X Error oerver] with the WBEM zervice of
the server haz occurred.

Step 5 After making a hot spare is finished successfully, the status of the Physical Device becomes [Hot Spare] and
[Hot Spare Information] will appear with the value “Global”.

General

Enclosure 252
Enclosure Pogition Internal

Slot 4

D 15

Device Type HDD
Intertace SAS
Wendorhadel SEAGATE STI00hRA000G
Firrmware Wersion MO0E

Zerial Number S0ROTHOP
Sector Forrnat E12

Capacity 13558
Status (FpHot Spare
E?;r?r?:triin
SMART. @ Marmal
Power Status O
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Making Dedicated Hot Spare

The procedure of making a Dedicated Hot Spare is described below.

Step 1

Click the Physical Device to make a dedicated hot spare in the Local Navigation.

= % W RAD Controller #1 LS MezaRAD SAS 92678

¥ B Disk &rray #1

B & B Disk Array ¥#2

8L = PD e?52:4 [Ready] SAS-HDD

Step 2

Step 3

100

Click [Run] for [Make Dedicated Hot Spare] in [Operation] in the Operation Area.

[ Operstion | Desoripion ||

hdake Global Hot  hMake the Physical Device as
Spare Global Hot Spare. M

Make Dedicated hake the Physical Device as

M —— Dediqelnted Hut Spare with

zpecified Dizk Arraw.

Turn on the DIEE lamp on

the computer or enclosure in
Locate ON which the Physical Device is M

installed.

Turn off the DISE. [amp on

the computer or enclosure in
Legaie LFE which the Physical Device is M

inztalled.

The window confirming if you would like to make a dedicated hot spare. Click[ OK].

Windows Internet Explorer

:l Make Dedicated Hot Spare Execution OK?

=




Step 4 The [Make Dedicated Hot Spare] window will appear. Check the check box of the Disk Array for which a
Dedicated Hot Spare is to be made. The Dedicated Hot Spare may be made for more than one Disk Array. The capacity
of the Physical Device to be used as a Hot Spare must be the same as that of the Physical Device being used in the

target Disk Array.

Click [Create] to make the Dedicated Hot Spare.

Make Dedicated Hot Spare

Reqmr_ed Logical Drive
Capacity

Select Disk Array(s) to make Dedicated Hot Spare. You can
select up to 1 Disk Array(s).

& Disk Array #2 135GE 2

Capacity of zelected Phyzsical Device: 135GB
Create a Dedicated Hot Spare for the zelected
Disk Arrayls). | Create| | Cancel

Step 5 The window confirming if you would like to create a Dedicated Hot Spare will appear. Click [OK].

Windows Internet Explorer x|

:l Da you want to create Hot Spare?

Step 6 The [Make Dedicated Hot Spare Execution Result] window will appear.
The following image is an example when the Dedicated Hot Spare is created successfully.

hdake Dedicated Hot Spare Execution Result

(5] pormal Serverl Marmal End

The following image is an example when it fails. Check the Contents of the window.

[l

ack

hiake Dedicated Hot Spare Execution Result

& communication failure
<) Errar oerver] with the WBEM zervice of
the server has ocourred.
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Step 7 If the Dedicated Hot Spare is created successfully, the status of the Physical Device becomes [Hot Spare]
and the [Hot Spare Information] item will appear with the value of “Dedicated (Disk Array #X)”.

e [ e ]
General

Enclosure 252

Enclosure Position Internal

ot 4

I 15

Device Type HOD

Interface SAS

Yendor /Model SEAGATE ST300RRAGOOE
Firrmware Yerszion [0

Zerial Murmber SOKOTHOR

Sector Farmat 12

Capacity 135GE6

Status
Hot Spare Information] Dedicated (Disk dray #2)
SMART. % Mormal

Power Status O

Removing Hot Spare

The procedure of removing a Hot Spare is described below.

The following procedure is for removing a Dedicated Hot Spare. You can also remove a Global Hot Spare in the

similar procedure.

Step 1 Click the Physical Device to remove a hot spare in the Local Navigation.

2 & M BAD Gontroller #1 LS MezaRAD SAS 92670

@ B Disk Array #1

2 & B Digk Array #2
@ 0 LD #2 [Online] RAD 1

L@ 55 PD 225221 [Online] SAS-HOD

- @) B PD e252:2 [Online] SAS-HOD

1IV] = PD e252s4 [Dedicated Hot Spare] SAS-HDD
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Step 2

Step 3

Step 4

Click [Run] for [Remove Hot Spare] in

[Operation] in the Operation Area.

Femowve the Hot Spare status
of Phyzical Device.

Turn on the DISE [amp on the

Femowe Hot Spare

computer or enclosure in |
Legeitz Ol which the Physical Device iz Ll

installed.

Turn off the DIZK. lamp on the
Locate OFF complter or enclosure in Run

which the Physical Device iz
itiztalled.

The window confirming if you would like to remove a Hot Spare will appear. Click [OK].

Ix

Windows Internet Explorer

:l Remove Hot Spare Execution OK?

I QK I Cancel

The [Remove Hot Spare Execution Result] window will appear.
The following image is an example when removing a hot spare is finished successfully.

[un}

ack

Remove Hot Spare Execution Result

(8 Mormal Serverl Marmmal End

The following image is an example when it fails. Check the Contents of the window.

Step 5

After a Hot Spare is removed success

[ua]

ack

Remove Hot Spare Execution Result

& communication failure
with the WBEM zervice of
the server has ocourred.

2 Error =erver]

fully, the status of the Physical Device will become [Ready].
& @ F BAD Controller #1 |51 MegaRAD SAS S257-5i

@ B Disk Array #1
= @ B Disk Array #2
@ B LD #2 [Online] RAD 1
- @ 68 PD 225221 [Online] SAS-HOD
- G PD e252:2 [Online] SAS-HDD
! I] = PD 25254 [Ready] SAS-HDD
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Troubleshooting RAID System

This chapter describes the troubleshooting of a RAID System done by using NEC ESMPRO Manager.
NEC ESMPRO Manager provides various measures to monitor occurrences of failures in the RAID System. The figure
below shows the image of the troubleshooting function provided by NEC ESMPRO Manager.

NEC ESMPRO Manager

L
-
Customer Support

o F Contact

ESMPROS

H

]

I
i1

Web GUI Alert Viewer

RAID L Express Report Service
Measure 1 o9 (MG)
Failures in RAID
System detected Measure 2 /
by RAID All events occurred in
controllers appear RAID Systems are Measure 4 _
on Web GUI. recorded to RAID Log Among events recorded in

RAID Log, important
== cvents are sent to the

customer service by

Express Report (MG).

Measure 3

Buzzer sounds ——)DDD
at occurrence of

failure if

installed in RAID
Controller.

and Alert Viewer.

Failure detected

Buzzer

Figure 7 Troubleshooting image of RAID System
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Failure Detection Measures

NEC ESMPRO Manager provides several fault detection measures as shown in Figure 7 Troubleshooting image of RAID
System. The measures are described below.

Status Display by Web GUI

Web GUI indicates the status of the RAID System with the icons of components on the Local Navigation and the
[Status] in the Property tab of each component.

For details of the icons of components on the Local Navigation, see "Structure of Web GUI".

See "Referring to Information on RAID System" about details of [Status] in the Property tab.

Logging Events to RAID Log

NEC ESMPRO Manager logs all events occurred in the RAID System to the RAID Log.
The data in the RAID Log can be seen on Web GUI.

Logging Events to Alert Viewer

NEC ESMPRO Manager logs all events occurred in the RAID System to the Alert Viewer.
For the function of Alert Viewer, see the online help of NEC ESMPRO Manager.

Logging Events by Express Report Service (MG)

Among RAID System events logged in the RAID Log, Express Report Service (MG) logs important events to the
customer support contact.

For events to be logged in the OS log, see the user’s guide of the computer or Express Report Service (MG)
Installation Guide.
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Buzzer in RAID Controller

If a RAID Controller is equipped with a Buzzer, the RAID Controller sounds the Buzzer for some types of failures
occurred.

The Buzzer sounds until the stopping it manually. This section describes how to stop the Buzzer.

Step 1 Check the component in which a failure occurs on the Local Navigation.

El €3 0 RAD Controller #1 LE] MezaRAD SAS 92678

@ B Disk Arrayv #1
3 €3 B Disk Array #2
: -y IE) LD #2 [Desraded] RAD 1

@ 5§ PD e252:1 [Online] SA5-HOD

(IX] = PD e252s2 [Failed] SAS-HDD

Step 2 Click the RAID Controller containing the component in which the failure occurs. Click [Run] for [Silence
Buzzer] in [Operation] in the Operation Area.

| Operation | Description | |

. Stop the Buzzer sounding in the -
Silence Buzzer RAD Controller.

Step 3 The window confirming if you would like to silence the buzzer. Click [OK].

Windows Internet Explorer: x|

:l Silence Buzzer Execution OK?

o |

Step 4 The [Silence Buzzer Execution Result] window will appear. If [Silence Buzzer] is done successfully, the Buzzer

turns off.
The following image is an example when [Silence Buzzer] is done successfully.
Back:
Silence Buzzer Execution Result
[ Mormal Serverd Morrnal End
L ® You can click menu item [Silence Buzzer] whether a Buzzer sounds or not. Nothing is done
TS if no Buzzer sounds.

® [Buzzer Setting] for the RAID Controller must be Enable in advance to sound the buzzer.
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Monitoring Faults of Physical Devices

NEC ESMPRO Manager can take the following measures to monitor failures of Physical Devices detected by RAID
Controllers.

Web GUI RAID Log Buzzer Alert Viewer Express Report

Depending on type of v v

7 v RAID Controller

If a Physical Device used for a Logical Drive is failed, the status of the Physical Device changes to [Failed].
In addition, the status of the Logical Drive using the Physical Device changes to [Degraded] or [Offline] depending on
the redundancy. The status of the Physical Device and Logical Drive remains unchanged until the problem is solved.

LY If the Physical Device (SSD) used for CacheCade fails, the status of the Physical Device (SSD)
9 goes to Failed and the capacity of the SSD Cache Drive of which Physical Device (SSD)
consists.

The SSD Cache Drive operates as a read-ahead cache of HDD. If any one of the Physical
Devices (SSD) goes online, the status of the SSD Cache Drive becomes [Online].

Web GUI indicates the status of Physical Devices and Logical Drives with their icons on the Local Navigation and
Operation Area. In addition, Web GUI shows the status from the viewpoint of the RAID System and from the viewpoint of
the server on the Local Navigation.

The display of Web GUI depending on the change of Physical Device [Symbols]
status is described below.
. Logical drive

8 Physical device (Hot Spare)
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Operation in no failures of Physical Devices

If all Physical Devices used by a Logical Drive operates normally (with their [Status] being [Online]), the Logical Drive is in the online status (with its [Status] being [Online]).

Pr ty of We I

Structure and Status of RAID System

#1 [Online]
RAIDLevel: 5
General
Murnber 2
D 1
8 Dizk Array Information 2
€252s1 e252s2  e252s4 €252s5 RAD Level RAD 5
[Online] [Online] [Online] [Hot Spare] Sector Forrat 512
Capacity BEOGE
Stripe Size gdkB
Cache hMode (Current) Wite Back
Tvpe Lozical Drive
Local Navigation of Web GUI . Logical Drive S |- ) Orline
R [Online] ==
:
:. General
. Enclosure 252
= @ B RAD Controller #1 LSI MegaRAD SAZ 9267-8i H Enclosure Position Internal
. Slat 1
; D 17
.' Device Type HOD
ol
4 Interface BAS
Wendor /Mods| SEAGATE ET300MMMO00G
Firrrware Yersion MNOOE
Serial Mumber SOROT1GHA
Sector Format 512
¥ G§ PD e252:2 [Online] SAS-HDD 5(-. TTTC - - Capacity 13508
[ @ g PD 25254 [Online] SAS-HDD “+enn...d Physical Device L . .....5|s60 @ Online
‘ ‘ [Online] SMART, @ lormal
() B PD 225255 [Gilobal Hot Spare] SAS-HOD E—— -
| status @ Online
‘ MART. (@ Normal
Power Status On
|| Status @ Online
|EMaRT, @ Morrnal
Power Status On

Figure 8 Display of Web GUI (No failures of Physical Devices)
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Operation when redundancy of Logical Drive degraded or lost due to failure of Physical Device

If one or more Physical Devices used by a Logical Drive are failed (with their [Status] being [Failed]) to degraded (one Physical Device of RAID Level 6 is failed) or lost (one
Physical Device of RAID Level 1 or 5 is failed, two Physical Devices of RAID Level 6 is failed) the redundancy of the Logical Drive, the Logical Drive is degraded (with its [Status]

being [Degraded]).

Structure and Status of RAID System

Property of Web GUI

Property/Setting
#1 [Degraded] e [ e |
RAID Level: 5 General
Murmber 2
D 1
8 Digk Array Information 2
e252s1  e252s2 e252s4 e252s5 RAD Level RAD 5
[Online] [Online] [Failed] [Hot Spare] Sector Format 512
Capacity BOGE
Stripe Size G4kBE
Cache Mode (Current) rite Back
- - Logical Drive Type Logical Drive
Local Navigation of Web GUI o [Degraded] PTTTTTreees st i Deeraded
B ) B RAD Controller #1 LS] MezaRAD SAS 926781 ||
| e [ e ]

Become [Fatal] by
existence of
[Failed] node.

3

(@) (@ Battery [Morrmal]

% B Disk Arrav 1

3 63 B Disk Array #2

L D) LD #2 [Degraded] RAD 5<**""

i (% B§ PD 25221 [Online] SAS-HOD

L@ £ PD £252s5 [Ready] SAS-HDD

----- € 55 P 25224 [Failed] SAS-HOD <=**°

Failed Physical

Lesnt Device e,

[Failed]

General
Enclosure
Enclosure Position
Slot

D

Device Type
Interface
Wendor/hModel

Firmware Version

252
Internal

SEAGATE STI00MMO00EG
MOOS

Figure 9 Display of Web GUI (Lost the redundancy of Logical Drive)
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Operation when failed Physical Device is replaced to recover RAID System

Using the RAID System continuously with the redundancy of a Logical Drive remaining degraded may cause the data in the Logical Drive to be lost when another Physical Device
is failed further. Recover a Logical Drive of degraded redundancy by Hot Spare or replacement of the failed Physical Device.

If Hot Spare or replacement of a failed Physical Device operates Rebuild, the status of the Physical Device changes during the rebuilding (with its [Status] changed to

[Rebuilding]).
Structure and Status of RAID System Property of Web GUI

#1 [Degraded] e [ e
RAID Level: 5 General
Mumber 2
TEX. e
- Dizk Array Information 2
€252s2  e252s4 e252s4 €252s5 RAD Level RAD 5
[On“ne] [On"ne] [Ready][Rebuilding] Sector Format 512
(Failed) Capacity 50GE
Stripe Size G4KB
Cache Mode (Current) Write Back
Twpe Logical Drive
Logical Drive .
| | i [gegraded] )-*
. 5 4, B RAD Controller #1 LSI MezsRAD SAZ 0267-8i ‘.o' _General tem [ vake
:: i@ @ Battery [Morrmal] ) Enclosure 252

: tere, @ (G B Disk Array #1
*

Enclosure Position

Internal

Slot =
# 1 B Disk Array #2 o { Dedicated Hot Spare } D 1
. X i i .e* . oy = N .
Become [Warning] by ::E' ‘ W, E LD #2 [Degraded] RAD 5 ;(_.- :.‘ [Rebulldlng] ’." Device Type HOD
existence of »° . . ‘ N 5 DiEriee S
[Degraded] node (% 58 PD £252¢1 [Online] SAS-HDD : . Vendor Mads| SEAGATE STI00MMOC0G
i) B FD e25222 [Online] SAS-HDD o : Firrware Version MOOS
o 1 * ‘- Serial Mumber SOR0T W
£.%) G PD e25255 [Rebuilding] SAS-HOD <4*" Y | h
- D - - - * | Capacity 135G
1% 5 PD e252:d [Ready] SAS-HDD *iew......d Failed Physical Device o S E .
[Ready] ", SMART. @ Mormal
H Rebuild Running (67%)
. . *, P = C
After Rebuild starts, various results such as [Status] changes [Ready] cannot el e "
recognize existence, and [Status] keep [Failed] are thought by RAID | Status G Ready
Controller's kind and the kind of the occurring issue as for a Physical Device SMART GMormal
that failed. Power Status On

Figure 10 Display of Web GUI (Rebuilding of Physical Device)
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Operation when the Logical Drive is offline due to failure of Physical Device

If you continue to use the RAID System with lost redundancy of a Logical Drive and another Physical Device is failed further, the redundancy of the Logical Drive is lost completely
(two or more Physical Devices of RAID Level 1 or 5 is failed, three or more Physical Devices of RAID Level 6 is failed). The status of a Logical Drive without redundancy is offline
(with its [Status] being [Offline]). The data in a Logical Drive in the offline status is lost. Replace all failed Physical Devices and Rebuild the RAID System.

Property of Web GUI

Structure and Status of RAID System
| .
: Pr T/ Sett
71 [offine]
RAID Level: 5 — -
General
. Logical Drive . Nurmber 2
R [Offline] e, D 1
25252 25254 ’." \‘ Disk Array Information 2
825.251 Fe il Sd Fe il Sd ,” '-‘ RAD Lewvel RAD 5
[Onllne] [Falled] ([Falled] .: H Sector Format 512
o -
. H Capacity BOGE
. % Stripe Size G4KE
_: “" Cache Made (Current) 'rite Back
. . E % Type Logical Drive
Local Navigation of Web GUI : *Yeun|Status @ Ofline
""""""""""""" ontroller #1 LET MeeaRALY SAS G578 .:
W BAD Controlier #1 LST MesaRAl SAS 0967-5i
0 LA
o g @ @=E Mﬂm .: General
. . o Enclosure 252
:_ = @ E Disk Array #1 .0. Enclosure Position Internal
".. I} E Digk Array #2 | ..’. Slet 2
. O l= ! ) o D 18
aina . . &’
.: b .,, a E LD #2 [Offline] RAD & 4 Devios Type HOD
. . *
.'a?.. i @ ,@ PO e25221 [Online] SAS—HDD Interface SA3
. RELLY Wendor/Mode| SEAGATE ET300MMOO0E
E @’.@ PD 22522 [Failed] SA2-HOD <' ", Two failed Physical Firrrware Yersion NOOS
. % PO e252z4 [Failed] SAS-HDD (_".......-..llu-- Devices -..... Serial Murmber SORGYD
.. [Failed] '0-,’ Sector Format 512
Become [Fatal] by & Y Capacity 135G
existence of [Offline] * £ n D srate S Failed
node. % |smarT @ Norrmal
.’,' Fower Status On
Tt D ;Status EAFailed
SMART. @Mormal
Power Status On

Figure 11 Display of Web GUI (Under lost redundancy of Logical Drive)
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Monitoring Battery Status

NEC ESMPRO Manager can monitor Battery status which the RAID Controller detects by the following means.

Web GUI RAID Log Buzzer Alert Viewer Express Report
Depending on type of
v v RAID Controller v v

NEC ESMPRO Manager monitors events of the Battery installed in the RAID Controller. NEC ESMPRO Manager logs
detected Battery events in the RAID Log. Any event indicating occurrence of a problem in the Battery reflects to the

[Status] of Battery on Web GUI (changes the status to [Warning]). The Battery status is retailed until the problem is
solved.

Local Navigation of Web GUI

The status of the node of Battery becomes [Warning] when there are Become [Warning] by existence |,
problem in Battery. of [Warning] node. "
= @ EI RAD Controller #1 LTI MEEER.&]D SA5 0264-8i =] _"'., E’ FAD Controller #1 LEI MezaRAD SAS S264-5i <

(( =2 Battery [Nurmal]

Abnormal Battery
[Warning]

Property of Web GUI

The [Status] of Battery Properties becomes [Warning] when there are problem in Battery.
Abnormal Battery

[Warning]
General General
| Status (G Morrmal Status 1 Warning
.

3
.
.
wannn®®®

Figure 12 Display of Web GUI (Abnormal Battery operation)
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Monitoring Flash Backup Unit Status

NEC ESMPRO Manager can monitor Flash Backup Unit status which the RAID Controller detects by the following means.

Web GUI RAID Log Buzzer Alert Viewer Express Report
Depending on type of
v v RAID Controller v v

NEC ESMPRO Manager monitors events of the Flash Backup Unit installed in the RAID Controller. NEC ESMPRO
Manager logs detected Flash Backup Unit events in the RAID Log. Any event indicating occurrence of a problem in the

Flash Backup Unit reflects to the [Status] of Flash Backup Unit on Web GUI (changes the status to [Warning]). The Flash
Backup Unit status is retailed until the problem is solved.

Local Navigation of Web GUI

The status of the node of Flash Backup Unit becomes [Warning] when there | Become [Warning] by existence ).,
are problem in Flash Backup Unit. of [Warning] node. ™

= % m RAD Controller #1 LE] MegaRAD SAS B270CY—8 = ‘{h B RALD Controller #1 LE] MegaRAD SAS G270CY i’

™| r Flash Backup Unit [Normall [§ W'\ = Flash Backup Unit [Warning]l [§

L4 “1

-
.
PEPETIL LA

Y
“u
LTS
LI
N EEEEssssssssssssssEEsEsEEEEEEE®

Abnormal Flash
Backup Unit
[Warning]

Property of Web GUI

The [Status] of Battery Properties becomes [Warning] when there are problem in Battery.
Abnormal Flash

Backup Unit
—  fen BRSNS . [Warning]
General General
Status (G Marrral Status oy Warning
'.

[l

Figure 133 Display of Web GUI (Abnormal Flash Backup Unit operation)

113



Monitoring Enclosure Status

NEC ESMPRO Manager can monitor enclosure status which the RAID Controller detects by the following means.

Web GUI RAID Log Buzzer Alert Viewer Express Report

Depending on type of

v RAID Controller

v v

NEC ESMPRO Manager monitors events of the enclosure detected by the RAID Controller. NEC ESMPRO Manager logs
detected enclosure events to the RAID Log. In addition, NEC ESMPRO Manager records important event to the Alert
Viewer and sends alerts to the Express Report (MG).

The severities of the events in this category are not reflected to Local Navigation of Web GUI and the property of RAID
System.

See " Appendix B : Logs/Events " for detail about the event of enclosure.

Monitoring Medium Error on Physical Device

NEC ESMPRO Manager can monitor enclosure status which the RAID Controller detects by the following means.

Web GUI RAID Log Buzzer Alert Viewer Express Report
v v v

NEC ESMPRO Manager monitors events of Medium Error on Physical Device. NEC ESMPRO Manager logs detected
Medium Error events to the RAID Log. In addition, NEC ESMPRO Manager registers a “Physical Device Medium Error
Frequently Detected” event message into RAID log when “Physical Device Medium Error (Correctable)” event occurs 20
or more times within one hour on the same Physical Device.

And also, NEC ESMPRO Manager registers a “Physical Device Medium Error Intermittently Detected” event message into
RAID log when “Physical Device Medium Error (Correctable)” event occurs 20 or more times within a week on the same
Physical Device. When this event message is registered, please replace the Physical Device.

If Patrol Read or Consistency Check is executed when “Physical Device Medium Error Frequently Detected” event occurs,
the Patrol Read or the Consistency Check is automatically stopped to suppress deterioration of access performance to
the Physical Device. If you want to execute Consistency Check through entire Logical Drive even if a Medium Error is
detected frequently, use [Consistency Check (Automatic Stop disabled)]. See the section “Checking Logical Drive
Consistency”.

See " Appendix B : Logs/Events " for detail about the event of Medium Error on Physical Device.

Monitoring Various Events of RAID System

NEC ESMPRO Manager can monitor other events which the RAID Controller detects by the following means.

Web GUI RAID Log Buzzer Alert Viewer Express Report

Depending on type of

v RAID Controller

v v

NEC ESMPRO Manager monitors various events of the RAID System as well as failures of Physical Devices, Battery,
Flash Backup Unit events and enclosure events described above. NEC ESMPRO Manager logs events detected in the
RAID System to the RAID Log. In addition, NEC ESMPRO Manager records important event to the Alert Viewer and sends
alerts to the Express Report (MG).
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The severities of the events in this category are not reflected to Local Navigation of Web GUI and the property of RAID
System.

See " Appendix B : Logs/Events " for detail about the event of enclosure.

Monitoring S.M.A.R.T. error

If Physical Devices support S.M.A.R.T. (Self-Monitoring, Analysis and Reporting Technology) and the RAID Controller can
detects S.M.A.R.T. errors, NEC ESMPRO Manager can monitor the S.M.A.R.T. errors by the following means.

Web GUI RAID Log Buzzer Alert Viewer Express Report

Depending on type of

4 v RAID Controller

v v

NEC ESMPRO Manager monitors S.M.A.R.T. errors occurred in Physical Devices. Detecting an S.M.A.R.T. error, NEC
ESMPRO Manager logs the event to the RAID Log. In addition, NEC ESMPRO Manager reflects the status of S.M.A.R.T. in
a Physical Device as the status of the Physical Device (by changing the status of the Physical Device to [Detected]). The
status of the Physical Device is retained as its status until the S.M.A.R.T. error is solved.
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Local Navigation of Web GUI

The status of the node of Physical Device becomes [Warning] when

S.M.A.R.T. error is detected.

Become [Warning] by existence
of [Warning] node.

B % W RAD Controller #1 |51 MegaRAD SAS G257-5i

¥ B Digk Array #1
# B Digk Array #2
L. (P B8 PD 225255 [Ready] SAS-HOD

E =l sady 5
=i PO e252:6 [Ready] SAS-HOD

Property of Web GUI

El B, B RAD Controller #1 LEI MegaRAD SAZ G2G7-8i ;("

@ B Disk Arrav #1
% B Digk Array #2
(%) £ PD e252s5 [Ready] SAZ-HOD

v A, 51 PD 25256 [Ready, SMART ] SAS-HDD

> |
st

Physical Device which

detected S.M.A.R.T. error

[Warning]

The [S.M.A.R.T.] of Physical Device Properties becomes [Detected] when S.M.A.R.T. error is detected.

FProperty

Property

-
“a
hLLTT9

Figure 144 Display of Web GUI (Detection of S.M.A.R.T. error)
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General General

Erclosure 252 Enclosure 2RZ

Erclosure Position Internal Enclosure Position Internal

Slot 5] Slot 5]

D 19 D 19

Device Type HOD Device Type HOD

Interface SAS Interface SAE

Wendor/Made! SEAGATE 5T2914680352 Wendar/hodel SEAGATE STDH14680382

Firmware Yersion MOOT Firmware Wersion MOO7

Serial Mumber 3300WBIRL Serial Mumber S=DOWBGL

Sector Format 512 Sector Format 512 Physical Device which
Capacity 135GE Capacity 135GB detected S.M.A.R.T. error
Status (¥ Ready Status (¥ Read; [DetECted]
SMART. ¥ Morrmal SMART. 1 Detected

Power Status On Power Status OQ.t‘



Monitoring Endurance Remaining of SSD

If you use RAID Controller which supports monitoring Endurance Remaining of SSD (N8103-176/177/178/179/188)
and SSD which supports this function, NEC ESMPRO Manager can monitor Endurance Remaining warning/ error by the

following means

Web GUI RAID Log Buzzer Alert Viewer Express Report

v v v v

NEC ESMPRO Manager monitors Endurance Remaining warning/ error in Physical Devices. Detecting an Endurance Remaining warning/ error, NEC
ESMPRO Manager logs the event to the RAID Log. In addition, NEC ESMPRO Manager reflects the status of Endurance Remaining in a Physical
Device as the status of the Physical Device (by changing the icon of the Physical Device to [Warning] or [Fatal]).

Safe Unsafe
[Endurance . . Need to
L Safe Reducing Running out 3 .
Remaining] (100-51%) (50-21%) (20-11%) replace (10% End of Life
Value or less)
Physical Device Normal Warning Fatal
status

|
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Local Navigation of Web GUI

The status of the node of Physical Device becomes [Warning] when

Endurance Remaining warning is detected.

Become [Warning] by existence
of [Warning] node.

2 & ® RAD Controller #1 MRSS62-8i 2GB

# B Disk Array #1

% B Dizk Array #2
@ @ PO 25223 [Gilobal Hot Spare] S45-HOD —

W/ &= PD e252s5 [Ready] SAS-HDD(SSD)
e

[@ A 9 RAD Gontroller #1 MROG62-6 2GE <=*

# B Disk Array #1

% B Disk Array 32
@ @ FD 225223 [Global Hot Spare] S4S-HDD —

W\ = PD 225255 [Ready] SAS-HDD(SSD) |

oy
Tay
Taa,
.
SN ttEsssassssssssssmsssmmasnEEantt

Property of Web GUI

The [Endurance Remaining] of Physical Device Properties becomes [Need to replace (10% or less)] when
Endurance Remaining warning detected.

General
Enclosure
Enclosure Position
Slot

jinj

Device Tvpe
Interface
Wendor/Model
Firrmware Wersion
Serial Murmber
Sector Fortmat
Capacity

Status

SMART.

Froperty
e [ e

252

Internal

=

39

HDD(S30)

S

TOSHEBA PHOZEMFOZ0
3501
GEI0AOOUTEY A
512

185GE

@ Ready

[V Marmal

-l"‘

[Warning]

Physical Device which detected
Endurance Remaining warning

! | Endurance Remaining

@ safe (100-51%)

Froperty

General

Enclosure 252

Enclosure Position Internal

Slat 5

D 38

Device Type HOD(SE0)

Interface SAS

Wendor/Model TOSHEA PRO2SMFO20

Firmware YWersion 3501

Serial Mumber

Physical Device which detected

Sector Format

Capacity Endurance Remaining warning
Status [Need to replace (10% or less)]
SMART. 2 Marmal

i| Endurance Remaining

A Need to replace (10% or less)

Power Status

[n7g}

(]
e,

Power Status On“,“’

Figure 155 Display of Web GUI (Detection of Endurance Remaining warning)
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Local Navigation of Web GUI

The status of the node of Physical Device becomes [Warning] when

Endurance Remaining warning is detected.

Become [Error] by existence of
[Error] node. .

= @ B RAD Controller #1 MRSI362-5i 2GE

% B Disk Array #1
%) B Disk Array #2
@ @ PO 25223 [Gilobal Hot Spare] S45-HOD —

B &3 ® RAD Controller #1 MRO362-8i 2GB <"

W/ & PD e?52:5 [Ready] SAS-HDD(SSD)

@ B Disk Array #1
& B Disk Array #2

i@ G3 PD 25253 [Global Hot Spare] SAS-HDD —

a
",
"Emg,
.
BT L L L L L

Property of Web GUI

.-I“‘

Physical Device which detected
Endurance Remaining error
[Error]

The [Endurance Remaining] of Physical Device Properties becomes [Need to replace (10% or less)] when
Endurance Remaining warning detected.

I N T TR | | I T I 7 S
General General
Enclosure 252 Enclosure 252
Enclosure Position Internal Enclosure Position Internal
Slot = Slot g
D 39 D 39
Device Type HOoD(=S0) Device Type HOD(SSD)
Interface SAE Interface BAS
Wendor /Model TOSHEBA PHOZEMFOZ0 Vendor /Model TOSHEA PHO2ZEMFO20
Firrmware Wersion 3501 Firmware \ersion asm
Serfal Mumber GRIOACOUTEY A Serial Number LRAOANOLITEV A,
Sector Format 512 Sector Format Physical Device which detected
Gapacity 185G Gapacity Endurance Remaining error
Status @ Ready Status [End of Life]
SMART. @ tormal SMART. & Normal
{| Endurance Rermainine @D Safe (100-51%) | Endurance Remaining §¥Endof Life
: Power Status On *eu, | Power Status On‘ o1

Figure 16 Display of Web GUI (Detection of Endurance Remaining error)
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Notes on Use

This chapter describes the notes on use of the NEC ESMPRO Manager RAID System Management function.

NEC ESMPRO Manager

Simultaneous operation from two or more NEC ESMPRO
Manager

The following error might occur from NEC ESMPRO Manager to RAID System when runs the operation. When the
following error occurs, there is a possibility of running the operation at the same time from other NEC ESMPRO

Manager to same RAID System. Please changes timing if whether it operates it like this is confirmed, and it
goes and operate it again.

"The system error occurred. Please ask it which component has broken."

Obtaining RAID System information of the server to be
managed

It may take a few minutes to obtain the RAID System information for the first time when NEC ESMPRO Manger
manages the information of the RAID System with SSD Cache Drive.

Notifying of events of Cache Mode change

The event for Cache Mode change may be notified of twice when you change the Cache Mode of Logical Drive
from [Write Through] to [Auto].

Difference depending on the version of the LSI SMI-S
Provider and HPE WBEM Provider

The display and operation may differ depending on the LSI SMI-S Provider and HPE WBEM Provider which

installed in the server to be managed. For details, see the release memo or attached document of each LSI
SMI-S Provider and HPE WBEM Provider.

Stopping service of NEC ESMPRO Manager during running
Consistency Check (Automatic Stop disabled)

If restarting the service of NEC ESMPRO Manager during executing "Consistency Check (Automatic Stop

Disabled)", behavior of Consistency Check changes to "Consistency Check (Automatic Stop enabled)", and keep
running.
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If you want to execute Consistency Check through entire Logical Drive even if Medium Error is detected frequently,
do not restart the service of NEC ESMPRO Manager while executing Consistency Check (Automatic Stop disabled).

See the section “I5—! SRITHRIMFHEA, 7 for details.

Time stamp of Medium Error on Physical Device

The time stamp of “Physical Device Medium Error Frequently Detected” and “Physical Device Medium Error
Intermittently Detected” events may depart from time stamps of around events.
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